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Abstract

Melanoma, the deadliest form of skin cancer, must be diagnosed early for effective treatment. Ir-

regular pigment network and streaks are important clues for melanoma diagnosis using dermoscopy

images. This thesis describes novel image processing approaches for computer-aided pigment net-

work and streaks detection on dermoscopy images. Our methods provide meaningful visualization

of these structures, and extract features for irregularity detection. Additionally we present our efforts

towards prevention of melanoma, by developing a smartphone app, UV-Canada, to raise awareness

of the importance of using sunscreen to prevent melanoma.

To locate pigment networks, after preprocessing steps, which include segmenting the lesion

from the normal skin in the dermoscopy image, we use a graph-based approach to extract the holes

and meshes of the pigment network, where cyclic subgraphs correspond to skin texture structures.

Each correctly extracted subgraph has a node corresponding to a holein the pigment network, and

the image is classified according to the density ratio of the graph. Our results over a set of 500

dermoscopy images show an accuracy of 94.3% on classification of the images as pigment network

Present or Absent. For analyzing the irregularity of the structure, we locate the network lines and

define features inspired by the clinical definition to classify the network with an accuracy of 82%

discriminating between Absent, Typical or Atypical, which is important for melanoma diagnosis.

To find streaks in dermoscopy images, filters are applied, and in a similar fashion to fingerprint

analysis, orientation estimation and correction is performed to detect low contrast and fuzzy streak

lines. A graph representation is used to analyze the geometric pattern of validstreaks, to model their

distribution and coverage. We achieved an accuracy of 77% for classifying dermoscopy images into

streaks Absent, Regular, or Irregular on 945 images; the largest validation dataset published to date.

Our contributions will improve automated diagnosis of melanoma using dermoscopy images.

Keywords: Computer Aided Diagnosis (CAD); Dermoscopy; Melanoma; Pigment Network;

Streaks; Skin Cancer Prevention.
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Chapter 1

Introduction

Skin cancer is the most common form of human cancer if melanoma, basal and squamous cell

skin cancers are included. The annual rates of all forms of skin cancer are increasing each year,

representing a growing public concern. Based on theCancer Trends Progress Reportby National

Institute of Health of United States (NIH) [80], it is estimated that nearly half ofall Americans who

live to age 65 will develop skin cancer at least once [58]. Malignant melanoma, the most deadly

form of skin cancer, is one of the most rapidly increasing cancers in the world. Melanoma is now the

7th most frequent cancer in Canada [58, 1] affecting 5,300 people in 2010 and causing 920 deaths

[1] and the 5th most common malignancy in the United States [58]. 10710 deaths out of 21,700

incidences are estimated numbers in the United States during 2012 [99]. Metastatic melanoma is

very difficult to treat, so the best treatment is still early diagnosis and promptsurgical excision of the

primary cancer so that it can be completely excised while it is still localized. Therefore, advances

in computer-aided diagnostic methods can aid self-examining approaches based on digital images,

and may significantly reduce the mortality. This thesis investigates and reviews important aspects of

automated analysis of skin lesions using digital dermoscopy images and proposes a novel approach

for automated detection of the two important dermoscopy structures: pigment network and streaks.

1.1 Problem Definition and Motivation

As mentioned in the previous section, melanoma is now the 7th most frequent cancer in Canada.

Over the past 31 years, more people have had skin cancer than all othercancers combined [1].

In addition, unlike many cancers, melanoma is clearly visible on the skin and up to70% of all

melanomas are first identified by the patients themselves (53%) or close family members (17%) [63].

1
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Therefore, advances in computer-aided diagnostic methods can aid self-examination approaches and

reduce the mortality significantly.

Dermoscopy, a non-invasive skin imaging techniques, has become a principal tool in the di-

agnosis of melanoma and other pigmented skin lesions. It involves optical magnification of the

region-of-interest, which makes subsurface structures more visible thanconventional macroscopic

images. However, it has also been demonstrated that dermoscopy may actually lower the diagnostic

accuracy in the hands of inexperienced dermatologists [103]. Therefore, computerized image un-

derstanding tools are needed to minimize the diagnostic errors. These errors are generally caused

by the complexity of the subsurface structures and the subjectivity of visual interpretations [22, 36].

In almost all of the clinical dermoscopy methods, dermatologists look for the presence of specific

visual features for making a diagnosis. Then, these features are analyzed for irregularities and

malignancy [85, 105, 74, 61, 11].

To simulate an expert’s diagnostic approach, an automated analysis of dermoscopy images re-

quires several steps. Delineation of the region of interest, which has been widely addressed in the

literature, is always the first essential step in a computerized analysis of skin lesion images [22, 110].

The border characteristics provide essential information for an accurate diagnosis [23]. For instance,

asymmetry, border irregularity, and abrupt border cutoff are some of the critical features calculated

based on the lesion border [66]. Furthermore, the extraction of other critical clinical indicators and

dermoscopy structures such as atypical pigment networks, globules, and blue-white areas depend

on the border detection. The next essential step is the detection and analysis of the key diagnos-

tic features of the dermoscopic structures. Automatic detection and analysis of the key diagnostic

features of the some of these dermoscopic structures has been recently addressed in the literature

[96, 106, 36, 34, 8, 17, 31, 98] and will be reviewed in the following chapters.

The problem addressed in this thesis is how to analyze a given digital dermoscopic image for

detecting pigment networks and streaks, and quantifying the irregularity ofthese structures, for

use in diagnosing cancerous lesions especially melanoma. Images discussed in this thesis are a

combination of images by oil immersion (non-polarised) dermoscopy and cross-polarized imaging.

1.2 Organization of the thesis

The rest of this thesis is organized as follows: Chapter 2 begins with a briefoverview of the biology

of skin and pigmented skin lesions, and formally introduces the dermoscopy technique and the com-

mon clinical skin cancer diagnostic methods. This chapter also investigates theimportant features
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and characteristics of the deadliest skin cancer (melanoma), that can be detected by dermoscopy.

This chapter also briefly reviews the current commercial systems available for the computer-aided

diagnosis of melanoma. Chapter 3 reviews the previous work in automated melanoma diagnosis,

and surveys the common steps used in an automatic skin lesion analysis system. These steps include

image acquisition, pre-processing (image enhancement and skin lesion segmentation), and detection

of dermoscopy structures, with a special focus on pigment networks andstreaks, which are crucial

for diagnosing melanoma.

My contributions to the field of computer-aided diagnosis of skin cancer start in Chapter 4,

which briefly describes our approach to segment lesions from the normalskin. Then Chapters 5 and

6 describe my methods to detect and analyze two important dermoscopy features: pigment networks

and streaks respectively. My work towards skin cancer prevention bypublic education is described

in Chapter 7, and Chapter 8 concludes the thesis and summarizes my contribution.



Chapter 2

Background

2.1 Skin Biology and Pigmented Skin Lesions

2.1.1 Human Skin Biology

The skin is the human body’s largest organ. It covers the entire body and its thickness varies from

0.5mm on eyelids to 4mm or more on the palms of hands and the soles of feet [42]. The skin is our

first line of defense. Its primary roles are to protect the body and to maintainthe integrity of internal

systems. Its other functions are insulation, temperature regulation, sensation, and the production of

vitamin D [42]. Technically, the skin consists of the three layers shown in Figure 2.1: the epidermis

or top layer, the dermis or middle layer and the hypodermis or bottom layer [42].

Epidermis

The outer surface of the skin is called epidermis. The outer layer of the epidermis is comprised

of hard, flattened dead cells. The epidermis mainly consists of keratinocytes. The epidermis also

contains melanocytes, cells which are responsible for the skin’s pigmentation, that provides natural

protection against the sun’s rays and Langerhans cells which are partof the immune system. The

epidermis is composed of 4 or 5 layers depending on the region of skin beingconsidered: the

outermost layer being stratum corneum and then follows stratum lucidum, stratum granulosum,

stratum spinosum and stratum basal illustrated in Figure 2.2. It is the most visible region under both

dermoscopy and naked-eye examination and it is the origin of melanoma [42].

4
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(a)

Figure 2.1: Skin structure: epidermis, dermis and hypodermis layers are shown [26].

Dermis

Below the epidermis is the dermis which is a thick, supple and sturdy layer of connective tissue. The

dermis a dense meshwork of collagen and elastin fibers, two connecting proteins which supports tiny

lymph and blood vessels. It allows the skin as well as the nerves, muscle cells, sweat and sebaceous

glands, and hair follicles to breathe and be nourished. This layer containsthe special cells that

repair the skin, such as the fibroblasts that synthesize the skin proteins likecollagen and elastin. The

dermis is divided into the papillary dermis, and the reticular dermis [42].

Hypodermis

The hypodermis is the deepest layer of the skin, composed primarily of fat. It manages the skin’s

functions of feeding, excreting and heat exchange. The key cells arefat cells that provide energy,

serve as a heat insulator for the body, and act as a shock absorber toprotect underlying tissue against

mechanical trauma and helps give our skin its resilience. Sweat glands originate in this layer and

control the body’s temperature by evaporating and cooling the skin surface [42].

Melanocytes

Melanocytes are the pigment producing cells in the skin. They are evenly distributed in the skin

along the basal layer at the dermo-epidermal junction. Melanocytes produce melanosomes which
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(a) (b)

Figure 2.2: Structures of the epidermis layer are shown on the schematic (a)and histology (b) im-
ages: the outermost layer is stratum corneum and then follows stratum lucidum, stratum granulosum,
stratum spinosum and stratum basal [3].

can be transferred to the surrounding keratinocytes. Melanin is the major pigmentation factor for

our skin colour due to the variation in number, size and distribution of melanosomes which will be

increased if stimulated by UV-radiation or hormones [42].

2.1.2 Benign Pigmented Skin Lesions

The purpose of this section is not to give a complete overview of all types ofpigmented skin lesions,

but to provide a short presentation of the most common lesions. The followingsub-sections will

briefly review the benign and cancerous skin lesions.

Benign melanocytic lesions

Freckles and lentigo Freckles and lentigines are two benign pigmented lesions that can arise in

the skin. In freckles, there is a temporary overproduction of melanin in skindue to exposure to
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(a) Freckles (b) Lentigo (Solar)

(c) Melanocytic Nevus(Blue Nevus) (d) Atypical Nevus (Clark Nevus)

(e) Seborrhoeic Keratosis (f) Dermatofibroma

Figure 2.3: Examples of benign melanocytic and non-melanocytic lesions.a, b, c and d show
examples of benign melanocytic lesions.e and f illustrate two types of benign non-melanocytic
lesions. Images are taken with permission from [10, 82] (a is a digital RGB image whileb-f are
dermoscopic images).
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UV-radiation, while in lentigo maligna there are an increased number of melanocytes in the dermo-

epidermal junction. Figures 2.3-a and 2.3-b show examples of freckles and a lentigo lesion respec-

tively [82].

Melanocytic nevi Nevi are lesions which are the result of proliferation of melanocytes at the

dermo-epidermal junction. These clusters of melanocytes can either stay atthis position or migrate

into the dermis where they will be destroyed and disappear. There are variants of nevi with different

growth patterns; junctional, compound, dermal, Spitz, Reed, blue nevi andmore. The melanocytic

nevi are categorized by their location in the skin (junctional nevi locate at the dermo-epidermal

junction, compound nevi locate at both the dermo-epidermal junction and the dermis, and dermal

nevi located at the dermis), histological patterns and clinical patterns. Themajority are totally benign

with no, or very limited, malignant potential, although it has been shown that multiplecommon nevi

is a strong risk factor for melanoma. [49, 40]. For example all Spitz nevi lesions in adults should be

excised for histopathologic evaluation [88]. Figure 2.3-c shows an example of a melanocytic Nevus

(Blue Nevus).

Atypical or dysplastic nevi Some nevi lesions have architectural and cytological atypia, and they

are called dysplastic nevi, also known as: atypical mole, atypical nevus, Clark’s nevus, dysplastic

melanocytic nevus. Atypical nevi are defined based on abnormal clinicalfeatures (by naked-eyes

usually) and dysplastic nevi are defined by abnormal histological features (by biopsies). Atypical

nevi are generally larger than ordinary moles (> 6mm in diameter) and have irregular and indistinct

borders. They are often asymmetrical and their color frequently is not uniform and ranges from

pink to dark brown; they usually are flat, but parts may be raised above theskin surface [82, 21].

Dysplastic nevi can be found anywhere, but are most common on the trunkin men, and on the calves

in women. The clinical importance of atypical nevi lies in their association with increased melanoma

risk [21, 33, 29]. An individual with multiple atypical nevi or a family history of multiple atypical

nevi or melanoma has an increased risk of developing superficial spreading melanoma. Figure 2.3-d

shows an example of an atypical nevus (Clark’s nevus).

Benign non-melanocytic lesions

Seborrhoeic keratosis Seborrhoeic keratosis is a benign, often pigmented, tumour composed of

epidermal keratinocytes. These lesions are very common, especially amongthe elderly, which can
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be flat but are more commonly verrucous in their appearance. Seborrhoeic keratosis can also re-

semble melanoma skin cancer in terms of the clinical ABCD features, though theyare unrelated to

melanoma because these are benign non-melanocytic lesions [82]. Figure 2.3-e shows an example

of a seborrhoeic keratosis lesion.

Dermatofibroma A dermatofibroma is a common benign fibrous skin lesion. It is due to a non-

cancerous growth of dermal dendritic cells. Dermatofibromas most often occur on the legs and arms.

Once developed, they usually persist for years. They appear as firm-feeling nodules, often yellow-

brown in colour, sometimes pink and sometimes quite dark, especially in dark coloured skin [82].

Figure 2.3-f shows an examples of a dermatofibroma lesion.

2.1.3 Skin Cancer

Skin cancer is by far the most common of all cancers. As discussed in the previous section, skin

lesions can have melanocytic and non-melanocytic origins. So, skin cancers can be divided into two

major categories as well: melanocytic and non-melanocytic.

Malignant non-melanocytic lesions

The most common non-melanocytic skin cancers are basal cell carcinoma (BCC) and squamous cell

carcinoma (SCC), which are briefly explained in the following sections.

Basal cell carcinoma Basal cell carcinoma (BCC) is the most common type of skin cancer. BCC

arises in cells called basal keratinocytes in the deepest layer of the epidermis. It rarely metastasizes

or kills [111]. However, because it can cause significant destruction and disfigurement, it is still

considered malignant by invading surrounding tissues. Statistically, approximately 3 out of 10 Cau-

casians may develop a basal cell cancer within their lifetime [111]. BCC grows by direct extension

and appears to rely on the surrounding supportive tissue to grow. Therefore, it does not metastasize

through blood vessels or lymphatics [42, 111]. Pigmented basal cell carcinoma is a cutaneous con-

dition, a subtype of BCC, that exhibits increased melanization. In some cases, it may be difficult

to distinguish deeply pigmented or even non-pigmented basal cell carcinoma from melanoma [11].

The skin changes caused by this skin cancer depend on the type of BCC involved. The most common

appearance is of a raised pink or pearly white bump that may have a translucent, rolled, pearly edge

and small visible blood vessels [11]. Pigmented BCC may look like a mole with a pearly border.
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Figure 2.4: An example of basal cell carcinoma. The dermoscopy structures are annotated by ex-
perts. Images are taken with permission from [70].

Another type of BCC is flat and scaly with a waxy appearance and an indistinct border [11]. Figure

2.4 shows an example of BCC in which the dermoscopy structures used for diagnosis are annotated

by experts [70].

Squamous cell carcinoma Squamous cell carcinomas (SCC) arise from the keratinocytes of the

epidermis. SCCs begin when the atypical keratinocytes grow through the basement membrane and

invade the dermis. When growing only in the epidermis they are considered precancerous, and this

condition is called actinic keratosis. More advanced changes with full epidermal thickness dysplasia

but no dermal invasion is called squamous cell carcinoma in-situ, or Bowen’s disease. Once an

invasive SCC has developed it has metastatic potential and can be fatal [95]. Figure 2.5 shows an

example of SCC along with the dermoscopy structures annotated by experts [70].
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Figure 2.5: An example of squamous cell carcinoma. The dermoscopy structures are annotated by
experts [70].

Melanoma: Malignant melanocytic lesion

Melanoma is a malignant tumor of melanocytes. Melanocytes are cells that produce the melanin,

dark pigments responsible for the color of skin. They predominantly occurin skin, but are also

found in other parts of the body including the bowel and the eye. Melanoma isless common than

other skin cancers. However, it is much more dangerous and causes a large majority of skin cancer

deaths since it can spread in the body [42]. As long as the malignant clone is only growing in the

epidermis, the lesion is called a melanoma in-situ. When the malignant melanocytes invade the

dermis, the lesion has become an invasive melanoma (they may have metastatic potential). The

level of invasion in the dermis, through to the subcutaneous fat, is measuredduring histopathologic

examination of the tumour after excision. Two measurements are made; the invasion depth according

to Breslow is the thickness, in millimetres, from the stratum granulosum in the epidermis to the

deepest invasive melanoma cell [20]. Another measurement system, calledClark, describes the

thickness of a melanoma in relation to its penetration into the skin layers where level I represents

intraepidermal growth, i.e. in-situ, level II a few cells in the papillary dermis, level III occupation

and expansion of the papillary dermis, level IV invasion of the reticular dermis and level V invasion

into subcutaneous fat [27].
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Figure 2.6: A melanoma lesion with indicative features. Images are taken with permission from
[70].

Melanomas are divided into subsets due to clinical and pathological features; superficial spread-

ing melanoma (SSM), nodular melanoma (NM), lentigo malignant melanoma (LMM) and acral

lentigious melanoma. Figure 2.6 shows an example of melanoma (SSM) in which the dermoscopy

structures are annotated by experts [70].

Superficial spreading melanoma is the most common type of melanoma. About 70%to 80% of

all melanomas are this type. They are most common in middle aged people. To startwith, they tend

to grow outwards rather than downwards into the skin in the radial growth phase. It is not usually at

risk of spreading to other parts of the body until it begins to grow downwards into the deeper layers

of skin [82].

Nodular melanoma tends to develop quite quickly. It is found most often in middle aged people

found on the chest or back. It begins to grow downwards, deeper intothe skin, quite quickly if it is

not removed. There is often a raised area on the skin surface with this typeof melanoma. Nodular

melanomas are often very dark brownish black, or black, in colour. Theymay not necessarily

develop from a mole which was already there, however a rapidly-growingnodular melanoma can

arise within superficial spreading melanoma and start to proliferate more deeply within the skin [82].

Lentigo maligna is an early form of melanoma often reported as in situ melanoma in which



CHAPTER 2. BACKGROUND 13

the malignant cells are confined to the epidermis. It occurs in sun damaged skin so is generally

found on the face or neck, particularly the nose and cheek. It grows slowly over 5 to 20 years or

longer. It is diagnosed when the malignant melanoma cells have invaded into thedermis and deeper

layers of skin. Lentigo maligna has a lower rate of transformation to invasivemelanoma than the

other forms of melanoma in situ. Thus, these flat lesions sometimes grow to enormous size without

being dangerous. The risk of lentigo maligna relates to sun damage. Thus lentigo maligna is more

common in outdoor workers and in older people with sun damaged skin and it is more common in

males than females [82].

Acral lentiginous melanoma is type of melanoma arising on the palms or soles. It is character-

ized by its site: palm, sole, or beneath the nail. It is more common on feet than on hands. It can arise

de novo in normal-appearing skin, or it can develop within an existing melanocytic naevus (mole).

Acral melanoma starts as a slowly-enlarging flat patch of discolored skin. At first, the malignant

cells remain within the epidermis. This is the in-situ phase of melanoma, which can persist for

months or years and it becomes invasive when the melanoma cells cross the basement membrane of

the epidermis and malignant cells enter the dermis. A rapidly-growing nodular melanoma can also

arise within acral melanoma and proliferate more deeply within the skin [82].

2.2 Dermoscopy and Clinical Diagnosis

In the 1990s, light-based visual technologies were adopted to augment theclinical diagnosis of

melanoma. Dermoscopy is a noninvasive method that allows in vivo evaluation of colors and mi-

crostructures of the epidermis, the dermo-epidermal junction, and the papillary dermis not visible

to the naked eye. During a dermoscopy assessment, the pigmented skin lesionis covered with liq-

uid (usually oil or alcohol) and examined under a specific optical system. Applying oil reduces the

reflectivity of the skin and enhances the transparency of the stratum corneum. This allows visualiza-

tion of specific structures related to the epidermis, the dermo-epidermal junction, and the papillary

dermis, and it also suggests the location and distribution of melanin.

In the last few years dermoscopes with LED light with polarization have beenintroduced and

by using polarized light, immersion liquid is no longer necessary, and some of these instruments do

not need direct skin contact. Non-polarized versus polarized light andcontact versus non-contact

dermoscopy gives somewhat different appearance of the examined lesions in regards to colour and

visualization of vessels. In a study by Benvenuto-Andrade et al. they report excellent agreement

for most dermoscopic colours, with the exception of blue-white veil and pink(red) colour when
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(a) (b)

Figure 2.7: a) An image of a lesion under clinical view (naked eye). b)shows the same lesion under
a dermoscope with oil immersion. Images are taken from [100] with permission.

comparing non-polarized and polarized light [15]. They also conclude that most dermoscopic struc-

tures had fair to perfect agreement, with the exception of milia-like cysts and comedo-like openings,

which seem to be better visualized with non-polarized light [15] and the polarized light improves

the visualization of red areas and vessels, especially the latter with non-contact dermoscopy [15].

Figure 2.7-a shows an image of a lesion under the clinical (naked eye) viewand 2.7-b shows the

same lesion under a dermoscope with oil immersion. Significant features are marked in the image.

These structures are specifically correlated to histologic features. The identification of specific di-

agnostic patterns related to the distribution of colors and dermoscopy structures can better suggest

a malignant or benign pigmented skin lesion [11]. The use of this technique provides a valuable

aid in diagnosing pigmented skin lesions. Because of the complexity involved, this methodology is

reserved for experienced clinicians.

2.2.1 Image Acquisition - Digital Dermoscopes

There are different kinds of dermoscope and they are roughly divided into analogue and digital

types. Digital types are easier to take and store dermoscopy images, however analogue types are

more widely used. Figure 2.8a-e show Heine Delta 10R©, Heine Delta 20R©, DermLite III DL3 R©,

DermogeniusR©, and DermLite II ProR©which are analogue dermoscopes. All of them excepta can

be attached to a digital camera to provide advantages of digital dermoscopy.DinoLite, Handyscope

and DermScope are examples of digital dermoscopes shown in Figure 2.8f-h respectively.

There is a study in the literature that compares images of a dysplastic compoundmelanocytic
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nevus and a thin malignant melanoma under five different handheld dermoscopes (Heine Delta 10R©,

Heine Delta 20R©, Dermogenius and DermLite Foto 37R©with and without glass plate). The mag-

nification was identical in all dermoscopes. The authors show that in the newer dermoscopes, the

image quality with regard to color and visible differential structures is distinctly improved compared

to the dermoscope (Heine Delta 10R©) with only one light source [18]. Three advanced dermoscopes

will be reviewed briefly here.

DermLite II Pro

With new advances in technology, dermoscopes have also evolved. DermLite from 3Gen Co. is a

dermoscope consisting of a magnifying lens encircled by light-emitting diodes that can be adjusted

for polarization. This multi-spectral dermoscope provides color visualization; ranging from white

light epiluminescence, surface pigmentation using blue light, superficial vascularity under yellow

light, and deeper pigmentation and vascularity with the deeper-penetrating red light frequency. A

new version of the DermLite can be used for the evaluation of pigmented lesions and non-pigmented

skin cancers, scalp disease, and vascular patterns. The DermLite can be attached to a camera to

record images and has a retractable faceplate for use with immersion oil. DermLite Pro, shown in

the figure 2.8-d, is one of the most widely used dermoscopes. Recently, the company has provided

an iPhone kit that users can snap the DermLite onto their iPhone cameras.

Dino-Lite Pro USB Dermoscope with Polarizer

The DinoLite is a compact digital microscope with USB - PC connectivity. Magnification ranges

from 10X to 200X (adjustable single lens) to 500X with white polarized LED lights. The LED’s

light is around the 400 nm spectrum. The polarization feature allows the userto reduce the effect

of reflections and glare when looking at highly reflective surfaces. Adjustment of the polarization

feature is performed by way of a rotating collar, allowing the user to examine objects with varying

levels of polarization. Figure 2.8-f shows an image of the DinoLite dermoscope.

Handyscope by FotoFinder Systems, Inc.

Handyscope from FotoFinder is a new mobile dermoscope, shown in the figure 2.8-g, that allows

one to take polarized mole pictures of up to 20X magnification and to save them in the iPhone

application [4]. Handyscope can be used for tele-dermatology, combininglatest communication
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(a) Heine10R© (b) Heine20R© (c) DermLite III DL3 R©

(d) DermLite(TM) DL100R© (e) DermLite II ProR©

(f) DinoLite (g) Handyscope (h) DermScopeCanfield

Figure 2.8: Figuresa, b, c, d,and e show analogue dermoscopes. All of them, excepta, are attach-
able to digital cameras to function as digital dermoscopes. DinoLite, Handyscope, and DermScope
are modern digital dermoscopes shown inf, g,andh respectively.
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technology of iPhone with a tool for skin cancer screening. Dermoscopyimages taken with iPhone

camera and the dermoscope attachment can be e-mailed to other specialists fora second opinion.

Mobile dermoscopes can provide a good mobility for experts while they are connected to servers

through wifi connections to provide an integrated dermoscopy station.

DermScope by Canfield Scientific, Inc.

The new DermScope from Canfield, shown in Figure 2.8-h, is another intelligent dermoscope made

for iPhone that addresses all of the important modes of skin visualization including contact and

non-contact images with the dual-lighting modes for white light and the cross-polarized light. The

DermScope’s design has been optimized for iPhone 4 and It has optical zoom of 20x and the viewing

field is 15 mm [2].

2.2.2 Dermoscopy - Clinical Diagnostic Methods

In this section, the four diagnostic algorithms, which have gained the largestinterest among der-

moscopy users, will be briefly reviewed. In the first step, the algorithm identifies whether a lesion

is melanocytic or non-melanocytic. If yes, various algorithms may be used to distinguish benign

melanocytic lesions from malignant melanoma.

Pattern analysis was the first dermoscopic method presented for diagnostics of pigmented skin

lesions [85]. This method has further been modified and refined by the International Dermoscopy

Society (IDS). The other three algorithms with the largest impacts are ABCD rule, Menzies method

and the 7-point checklist which will be described in the current chapter.All of these methods

were evaluated in the 2000 consensus net meeting [100], showing similar results on sensitivity for

melanoma, but specificity differed slightly in favor of pattern analysis [100]. In fact, the ABCD

rule, Menzies method and the 7-point checklist attempt to simplify the pattern analysis method by

analyzing only a small sub-set of dermoscopic structures and create a scoring system. As a result,

the accuracy of these simplified systems are somewhat lower than the full system, pattern analysis.

For more details on the dermoscopy of pigmented skin lesions please refer to [102].

Pattern Analysis

Diagnosis based on pattern analysis demands a critical assessment of the dermoscopic features seen

in a pigmented skin lesion. It provides the initial definitions of many patterns, called dermoscopic

structures, which have proven to be critical in the clinical diagnosis of skinlesions.
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Low Medium High
Colours: few vs many 1-2 colours 3-4 colours 5-6 colours

brown, black, red, white, blue (1-2 points) (3-4 points) (5-6 points)
Score 1 point for each colour

Architecture : order vs disorder None or mild Moderate Marked
Score 0-2 points (no points) (1 point) (2 points)

Symmetry vs asymmetry Symmetry Symmetry No symmetry
border, colours and structures in 2 axes in 1 axis

Score 0-2 points (no points) (1 point) (2 points)
Homogeneity vs Heterogeneity one structure 2 of structure 3≥ structures
Pigment network, dots/globules (1 point) (2 points) (3-7 points)

blotches, regression, streaks
blue-white veil, polymorphous vessels

Score 1 point for each structure

Table 2.1: CASH is used for the dermoscopic differentiation between benignmelanocytic lesions
and melanoma using pattern analysis [53]. Add up the scores for a total CASH score (2 to 17). The
score of 7 or less is likely benign and the CASH score of 8 or more is suspicious of melanoma

The first step is to decide whether the lesion is melanocytic or non-melanocytic by searching for

the presence of pigmented structures or the specific features of non-melanocytic lesions. The main

goal for the second step is to make an accurate differential diagnosis between benign melanocytic

lesions and melanomas. The important features in distinguishing these two groups are the overall

general appearance of color, architectural order, symmetry of pattern, and homogeneity, also known

by the acronym CASH coined by Kopf et al. [53]. Melanocytic nevi havefew colors, a regular

design, and symmetrical patterns. In contrast, malignant melanoma often has several colors, ar-

chitectural disorder, asymmetrical patterns, and heterogeneity. Table 2.1shows the details of this

approach. It adds up the CASH scores for a total score of 2 to 17. Thescore of 7 or less is likely

benign and the CASH score of 8 or more is suspicious of melanoma.

Semi quantitative/quantitative dermoscopic algorithms have been presented as more simplified

diagnostic methods for differential diagnosis between malignant and benignmelanocytic lesions.

ABCD

There are two ABCD rules: clinical and dermoscopic. The ABCD rule, promoted by the America

Cancer Society and the Canadian Cancer Society, describes the clinical features of melanomas using
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mnemonics: A for Asymmetry varies 0-2, B for Border irregularity varies 0-8, C for Colour varie-

gation varies 1-6 and D for Diameter>= 6mm. There is no scoring system for the clinical rule

[79]. For the dermoscopic ABCD rule [105], D is used for Differential structural components or

Dermoscopic structures (pigment network, structureless areas, dots, aggregated globules, branched

streaks). There is a formula to score and differentiate between benign melanocytic lesions and

melanoma. The formula for calculating total score is:

Total Score= (Ascore∗ 1.3) + (Bscore∗ 0.1) + (Cscore∗ 0.5) + (Dscore∗ 0.5)

The interpretation of the total score says if the score is< 4.75, the lesion is a benign melanocytic

lesion; A total score between 4.75 and 5.45 is considered a suspicious lesionand a close follow-up

or excision is recommended); and the score> 5.45 indicates that the lesion is highly suspicious for

melanoma. ABCDE is also a modified ABCD that adds E for Elevation or Evolution for melanoma

diagnosis.

7-Point Checklist

The dermoscopic seven point checklist is another attempt to formalize/simplify pattern analysis by

assigning points to specific dermoscopic structures. This checklist consists of 3 major features:

atypical pigment network, gray-blue areas and atypical vascular pattern as well as 4 minor criteria:

streaks, blotches, irregular dots and globules and regression patterns. When any of the major features

is detected in a melanocytic lesion, immediate help from health professionals is recommended. The

presence of any minor features is advised to be monitored regularly. The minor criteria are worth

1 point each whereas the major are worth two. A final score is calculated bysumming the point

value of each criteria that is present. If the score is≥ 3, then the lesion is classified as melanoma

[59, 100].

Recently, a further simplified algorithm has been developed for non-experts to screen for skin

cancers. This method considers only 3 criteria and is called 3-point. Asymmetry, atypical network

and blue-white structures are the three indicative criteria of this method [101].

Menzies Method

Menzies method is another simplified version of pattern analysis method [43] thatdistinguishes the

dermoscopic features of benign melanocytic lesions from melanoma by two negative and positive
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feature sets. The negative set includes symmetry of pigmentation pattern andpresence of only a

single color and the positive set contains 9 positive features which are blue-white veil, multiple

brown dots, pseudopods, radial streaming, scarlike depigmentation, peripheral black dots/globules,

multiple colors (5 or 6), multiple blue/gray dots and broad pigment network. All of the features are

defined in [72]. For melanoma to be diagnosed a lesion must have neither of both negative features

and 1 or more of the 9 positive features.

2.2.3 Dermoscopy Colors

Accurate evaluations of the color of a pigmented skin lesion, the degree of pigmentation, and the

distribution of the colors within the lesion are the most important elements of a dermoscopy ex-

amination. The epidermis usually appears as white, but acanthosis results in agrayish-brown or

brownish-yellow color [102]. Melanin is the most important pigment in determining different struc-

tural and chromatic patterns. The pigmented skin lesion can have a different degree and distribution

of pigmentation depending on the location of melanin in different layers of the skin [102]:

• Upper epidermis (stratum corneum, stratum spinosum) - Black

• Dermo-epidermal junction - Light-to-dark brown

• Papillary dermis - Slate blue

• Reticular dermis - Steel blue

Other possible colors include various shades of white and red. White shades are related to regres-

sion and may be seen with melanomas, benign melanocytic nevi (halo nevus), and non-melanocytic

lesions (lichenoid keratosis, scars, vitiligo). Red shades are related to increased vascularization in

tumors, an increased number of capillary vessels, and bleeding within the lesion. If bleeding persists

and crust develops, the color ranges from red-black to blue-black. Figure 2.9 shows the correlation

of the dermoscopy colors with histology. A good evaluation of colors and their relative distribution

is essential for achieving the correct clinical diagnosis of a pigmented skinlesion [102].

2.2.4 Pigment Network

The most important feature of melanocytic lesions is the pigment network, whichconsists of pig-

mented network lines and hypo-pigmented holes [11]. The presence of anatypical pigment network
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(a)

Figure 2.9: a) Colors allow the physician, to some extent, to draw conclusionsabout the localization
of pigmented cells within the skin. Black and brown indicate pigmentation in the epidermis, while
gray and blue correspond to pigmented cells within the superficial and deepdermis, respectively
[115].

is indicated by a black, brown, or gray network with irregular meshes and thick lines. A typical

pigment network is defined as a light- to-dark-brown network with small, uniformly spaced network

holes and thin network lines distributed more or less regularly throughout thelesion and usually

thinning out at the periphery [100]. These structures show prominent lines, homogeneous or in-

homogeneous meshes. The anatomic basis of the pigment network is either melanin pigment in

keratinocytes, or in melanocytes along the dermoepidermal junction. The reticulation (network)

represents the rete ridge pattern of the epidermis. The holes in the network correspond to tips of the

dermal papillae and the overlying suprapapillary plates of the epidermis [10,100].

Figure 2.10-a and 2.10-c show examples ofPresentandAbsentlesions and 2.10-b and 2.10-d

show both images enlarged. In melanocytic nevi, the pigment network is slightly pigmented. Light-

brown network lines are thin and fade gradually at the periphery. Holes are regular and narrow.
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In melanoma, the pigment network usually ends abruptly at the periphery andhas irregular holes,

thickened and darkened network lines, and treelike branching at the periphery where pigment net-

work features change between bordering regions [102]. Some areasof malignant lesions manifest

as a broad and prominent pigment network, while others have a discrete irregular pigment network.

The pigment network also may be absent in some areas or the entire lesion.

(a) (b)

(c) (d)

Figure 2.10: a)Present: A lesion containing a pigment network. b) Enlarged pigment network. c)
Absent: An image of a lesion without pigment network. d)EnlargedAbsentimage.
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(a) (b) (c) (d)

Figure 2.11: Examples of streaks.(a)and (c) are lesions containingradial streamingandpseudopods
pattern respectively. (b) and (d) are magnified images to show the linear structures. Images are taken
with permission from [100].

2.2.5 Streaks

Clinical Definition

Streaks is a term used interchangeably with radial streaming or pseudopods because of the same

histopathological correlation [19]. We use the term streaks to include both radial streaming and

pseudopods, shown in Figure 2.11-a and Figure 2.11-c respectively .Radial streaming is a linear

extension of pigment at the periphery of a lesion as radially arranged linear structures in the growth

direction, and pseudopods represent finger-like projections of darkpigment (brown to black) at the

periphery of the lesion [19]. Figure 2.11-a shows an example of a lesion with the radial streaming

pattern, enlarged in Figure 2.11-b. Figure 2.11-c shows an example of a lesion with the pseudopods

pattern. The enlarged image is shown in Figure2.11-d. in order to ensure accurate recognition,

streaks are numerated only when at least 3 near linear and parallel structures are clearly visible

[100]. Streaks arelocal dermoscopy features of skin lesions, however they can correlate with a

global pattern of skin lesions called a starburst pattern if symmetrically arranged over the entire

lesion.

The Menzie’s scoring method states that irregular streaks are never distributed regularly or sym-

metrically around the lesion [75, 100]. Also, based on the 7-Point checklist [85, 9, 100] irregular

streaks should not be clearly combined with pigment network lines. These definitions are used later

in Chapter 6 to define discriminative models towards automatedRegular/Irregular classifications of

streaks.
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(a) (b) (c)

Figure 2.12: Examples ofAbsent, RegularandIrregular streak images. (a) shows a lesion without
streaks (Absent). (b) illustrates a lesion with a complete symmetric regular streak pattern called
starburst, and in (c) a melanoma with irregular streaks which are partially distributed. (b) and (c)
are calledPresentimages. (a) is taken from [100], (b) and (c) are from [10] with permission.

Mathematical definition

The above clinical definition is translated to mathematical concepts with justified parameters to be

captured by image processing techniques: 1) Streaks are three or more linear structures co-radially

oriented in the boundary which is a contour with the thickness equal to1/3 of the minor axis of

the lesion. 2) Streaks are darker than their neighborhood. 3) Streaks are shorter than the1/3 of the

minor axis of the lesion and they should be longer than one percent of the major axis. 4) Streaks do

not branch and their curvature is less than one. 5) A symmetric and regulardistribution of streaks

all over the lesion forms a starburst pattern. These specific mathematical definitions are based on

the author’s distillation of salient features, and not from the literature.

Figure 2.12 shows examples of lesions with no streaks (Absent), Regular(Present), andIrregular

(Present) streaks. Figure 2.12-a showsAbsent, 2.12-b shows a starburst or complete pattern with

Regularstreaks, and Figure 2.12-c shows a melanoma lesion with irregular streaks and a partial

pattern.

Diagnostic importance

Streaks are important morphologic expressions of malignant melanoma, specifically melanoma in

the radial growth phase [75, 103]. Irregular streaks are one of the most critical features (included

in almost all of dermoscopy procedures) that shows the highest association with melanoma. Also

Menzies et al. [75] found pseudopods to be one of the most specific features of superficial spreading

melanoma which is a subset of malignant melanoma. In addition, symmetric streaks (starburst

pattern) are one of the specific dermoscopic criteria to differentiate usuallybenign Spitz nevi (a dark
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nevus common in children) from melanoma, thus increasing diagnostic accuracy for pigmented

Spitz nevus from 56% to 93% [104]. However, all lesions in adults exhibitinga starburst pattern

should be excised for histopathologic evaluations [75]. Therefore detection and analysis of streaks

and starburst pattern can be a significant step towards computer-aided diagnosis of skin lesions and

melanoma detection.

2.3 Commercial Computer-aided Diagnostic Systems

Advances in computer science and applied mathematics are now allowing the basic technology of

dermoscopy to be extended to a more complex application: predicting whether observed spots are

cancerous. Several teams are working toward computer-assisted diagnosis of melanoma using dif-

ferent mathematical and analytical strategies. Computer software can be used to archive skin images

and allow remote diagnosis and reporting by a dermatologist (digital epiluminescence microscopy,

teledermoscopy, mole mapping). MoleMap NZ is such a system which is used for archiving and

patient management.

Some systems such as SIAscope, SolarScan (also called MoleTrac) and MelaFind offer smart

programs to aid in diagnosis by comparing the new image with stored cases with typical features

of benign and malignant pigmented skin lesions. Given good images of the appropriate lesion, they

may be as accurate as an expert dermatologist. However, they are not particularly useful for non-

pigmented lesions and they can’t make the decision which lesions should be imaged [108, 82, 39,

87, 71]. Table 2.2 compares some of these systems.

To the best of our knowledge, none of the above systems is based on the detection and analysis

of specific dermoscopic patterns which is the main stream in clinical diagnosis of lesions. They

are built based on the general image processing approaches (such ascolor, texture and other image

statistics of the entire lesion) and image retrieval methods that cannot find the dermoscopy structures

and their irregularities which are crucial features for the melanoma diagnosis. If we want to develop

computer-aided diagnosis systems, we should address the important step of the pattern analysis

approach which is the segmentation and analysis of the dermoscopy structures.

2.3.1 SolarScan Melanoma Monitoring

SolarScan is a device priced for use by individual practitioners and developed by Australian startup

Polartechnics, with assistance from Australia’s Commonwealth Scientific and Industrial Research

Organization (CSIRO) and the Sydney Melanoma Unit [71]. SolarScan uses image analysis, which
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has turned diagnostic criteria used by doctors into defined decision trees that lead toward or away

from a decision to help general physicians (GPs) diagnose melanoma [73]. The device works by

capturing an image of a patient’s skin spot using an object shaped like a hairdryer with a built-

in surface microscope. Image analysis software removes extraneous things from the image like

hairs and oil bubbles and analyses the spot’s features such as its shapeand colour. SolarScan then

compares the features against images of melanomas and non-melanomas in a database, returning an

advice to a GP. A record of the spot’s status can be stored in Polartechnics’ Body Map software so

that it can be rechecked another time if necessary [73].

2.3.2 MoleMax

MoleMax (Derma Medical Systems, Vienna, Austria) is a computer-based polarized-light dermo-

scope [69]. The polarized-light source is used with the hand-held videodermoscope for close-up

imaging and does not require any oil immersion or contact fluids between the skin and the video

head. The MoleMax software is convenient for follow-up examinations, as the transparent overlay

feature performs a standardized comparison of images with previous data.Apart from live-video

dermoscopy, MoleMax also allows total-body photography and creates a digital map of the skin of

patients with high-risk factors and numerous pigmented lesions. These imagescan be used as a

baseline for comparison when suspicious changes are found and for follow up melanoma screening

visits [87]. Molemax automatically analyses captured dermoscopy images giving a score that helps

to determine if a pigmented skin lesion is benign or malignant. The automatic algorithm analyses

the lesion based on the ABCD factors. Although it is not a final diagnosis therisk score is based on

a large and proven database.

2.3.3 SIAscope

The SIAscope (SIA: Spectrophotometric Intracutaneous Analysis) is anautomated dermoscopy de-

vice that uses 12 wavebands to evaluate the skin, rather than conventional broadband white light. It

is a handheld medical device used in conjunction with the MoleMate and MoleViewrange of soft-

ware [44, 78]. Patterns of collagen, vascular and melanin distribution areidentified within the lesion

from the spectrophotometric analysis of a skin lesion.

• MoleMate is a non-invasive melanoma screening device that has been designed for General

Practitioners and skin specialists.

• MoleView assists in the management of patients for skin cancer screening.
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SYSTEM SEN. SPEC. ADVANTAGES DISADVANTAGES
MoleMax N/A N/A Two camera system No computer analysis

no oil immersion
transparent overlay follow up

total body photography
MelaFind 95 100% 70 85% multispectral image sequence

Handheld scanner
SolarScan 91% 68% database for comparison; Requires oil immersion

accurate calibration
graphic map of body

Table 2.2: Comparison of emerging technologies in melanoma diagnosis. This table originally
appeared in the European Journal of Dermatology [84] and it is cited from [87].

• MoleView+ provides the mole mapping functionality for the long term management of pa-

tients.

2.3.4 MelaFind

MelaFind is a multispectral digital dermoscope with a specialized imaging probe and software to

assist with differentiation between early melanoma and other skin lesions [32,71]. A hand-held

imaging device that shines light of 10 different, specific, wavelength bands is used to collect data.

Proprietary processing software is used to extract specific features from the images [50, 64]. The

software determines the edge of the lesion and generates a 10 digital image sequence. The images

are then analyzed for wavelet maxima, asymmetry, color variation, perimeter changes, and texture

changes, and the output is a binary recommendation of whether or not to perform a biopsy [87]. The

results of a clinical trial were published in April 2008, leading to submission of the MelaFind to the

FDA and recently it has been approved for use in the United States.

Many of the available systems either were discontinued or have not been able to pass the FDA

evaluation process yet. There is a big question why these systems are not successful enough to be

used in clinics. To answer such a fundamental question, after taking dermoscopy courses, talking

to experts in this field and reviewing the current systems, we came up with the idea that there is a

big missing step in the available system designs that may be the main source of shortcomings. Der-

moscopic structures (or texture, in image processing parlance) are the most prominent features for

the clinical diagnosis of skin lesions and in almost all of the clinical approaches, decisions are made

based on the presence and irregularities of critical dermoscopic structures. Therefore, to simulate
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and develop an accurate computer program, segmentation and analysis of the dermoscopic features

(such as pigment network, blood vessels, and etc.) are essential, otherwise the main strength of

dermoscopes which is providing visual features is useless. In fact, dermoscopic structures were

developed based on the observation of thousands of images and they have been shown to improve

diagnostic accuracy. Therefore, failing to incorporate this wealth of information would be unfortu-

nate.

To the best of our knowledge, none of the available commercial programs and systems can ex-

tract and analyze the dermoscopy structures comprehensively. In these systems, the vast majority of

features which are used are based on general image processing methodsof color or common texture

analysis. Where texture features are employed, they are often used blindly, and an image processing

method is applied directly without consideration for what exactly is being quantified or how it relates

to clinical concepts. At very most, texture features use some aspects of themuch simpler and less

accurate ABCD rule that only considers general lesion characteristics instead of shape, color and ge-

ometric features of dermoscopy structures. Asking a computer to make a diagnosis without finding

any dermoscopy structure is similar to asking a general physician without dermoscopy knowledge to

make a diagnosis. Therefore, to have a comprehensive computer-aideddiagnostic system, extraction

and analysis of dermoscopy structures is an essential step.

We believe that with new advances in dermoscopy, the texture analysis problem should be

changed to an object recognition problem that involves identification, segmentation and recogni-

tion of individual shapes and structures in skin lesions and this will be employed to identify and

classify specific dermoscopic structures. It is hoped that this will lead to thedevelopment of many

new approaches that can be included to increase the diagnostic accuracy of automated systems.

2.4 Summary

In this chapter, basics of human skin biology are described and different types of common skin

lesions are briefly reviewed, and the new imaging system which is called digitaldermoscopy and

different clinical diagnostic method are introduced. We also defined and explained the two important

dermoscopy structures, pigment network and streaks. Finally, we reviewed and evaluated the current

computer-aided diagnostic systems.



Chapter 3

Previous Work

Computer-aided diagnosis of dermoscopy images has shown a great promise in developing a quan-

titative and objective way of classifying skin lesions. A non-invasive computer-aided diagnostic

system typically consists of several components: image acquisition, image processing, and a clas-

sifier with a knowledge database. When a melanocytic lesion is captured in vivo as a digital image

using a dermoscope, the characteristics of the lesion can be extracted from the digital image by

image processing techniques. The image processing steps consist of a preprocessing step which

includes calibration, image enhancement and removal of artifacts such as hairs and oil bubbles.

Then a border detection should be applied to segment the lesion from normalskin and the lesion

area should be investigated to find dermoscopic structures and irregularities. Feeding the features

to a classifier which is connected to a medical knowledge database can generate a computerized

diagnosis, suggesting whether the lesion is benign or malignant.

In this chapter, the previous work on the main stages of a computer-aided diagnosis system are

discussed. First, we review the preprocessing phase that includes the lesion segmentation task, and

then consider previous work on the automated detection of pigment networksand streaks, which are

the important dermoscopic structures.

3.1 Pre-precessing

3.1.1 Removal of Artifacts

Dermoscopic images often contain artifacts such as illumination, dermoscopic gel, hair, skin lines,

and ruler markings. As a result, there is a need for robust methods to remove artifacts and detect

29
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(a) (b) (c)

Figure 3.1: Three examples of dermoscopy images with hair (a), oil bubbles(b) and low-contrast
(c).

lesion borders in dermoscopy images. As shown in figure 3.1, hair pixels and oil bubbles, usually

present in dermoscopic images, occlude some of the information of the lesion such as its boundary

and texture. With new dermoscopes and using polarized light, oil or air bubbles are less common.

However removing hairs from dermoscopy images remains a serious challenge and in a real-time

computer-aided diagnosis systems, an automatic hair removal method that preserves all the lesion

features is needed.

There are a few methods described in the literature to remove light, dark, thin and thick hairs.

These studies mainly focused on measuring the hair detection error, ignoring the effect on the le-

sion’s patterns. As a result, these hair removal methods often leave behindundesirable blurring,

they disturb the texture of the tumor, and often result in color bleeding. Moreover, these methods

required high computational cost. Abbas et al. in [5] have a comparative study on hair removal

methods on dermoscopy images. They have classified the hair-removal methods into the following

categories: linear interpolation techniques [67, 81, 94, 36], inpainting bynon-linear-PDE based dif-

fusion algorithms [14, 113] and exemplar-based methods [5, 6, 30, 109,116]. A detailed description

and comparison of each hair removal method is presented in [5].

3.2 Skin Lesion Segmentation

The segmentation of skin lesions is a crucial early step in the process of automatically diagnosing

melanoma. Inaccurate segmentations will affect all downstream processes such as feature extraction,

feature selection and the final diagnosis. Accurate segmentations are especially crucial for features

that measure properties of the lesion border [66].

In recent years, many studies have focused on lesion segmentation in skinimages [114, 68, 22,
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24, 23, 57, 117, 119, 41, 76, 118]. First, Xu et al. [114] developedan automatic segmentation

method for segmenting pigmented skin lesions in clinical images. Further, Li et al. [68] showed that

adding 3D depth information to RGB color images improved segmentation in clinical images. For

dermoscopy images, Celebi et al. [24, 23] recommended a fast and unsupervised approach based on

the statistical region merging algorithm (SRM). A multi-direction gradient vectorflow snake-based

scheme is advised by Tang [107].

Celebi et al. in [22] reduce a dermoscopic image to 20 distinct colour groups, and assign labels

to pixels based on the colour groups to which they belong. They then definea metric, theJ-value,

which measures the spatial separation, or isolation of each group. TheJ-valueis derived from the

separability criterion used by Fisher in Linear Discriminant Analysis [35]. Next, they define a local-

izedJ-valuefor a specific pixel by computing the metric over a neighborhood around thepixel. By

varying the neighborhood size, they create several of theseJ-images. Multiscale methods are used

to combine the images into a final segmentation. By creating a class map using colorreduction, and

employing various neighborhood sizes they are incorporating, on some levels, textural information

into their segmentation.

In another attempt, Iyatomi et al. presented a dermatologist-like tumor area extraction algorithm

(DTEA) [57]. The DTEA segmentation algorithm first obtains an initial segmentation by finding

high-frequency components and then thresholding using the Otsu method [83]. Now the image is

divided into many small regions which are merged until they are of sufficientsize (at least 5% of

the image). Then the subset of regions which is considered to belong to the lesion is selected via

elaborate rules. Finally, to mimic dermatologists’ tendency to conservatively segment the lesion, the

border is slightly expanded.

3.3 Automatic Detection of Dermoscopy Structures

As a fundamental step towards computer-aided diagnosis of skin cancers, automatic detection and

analysis of many local dermoscopic structures such as pigment networks and blood vessels, have

been frequently addressed in the literature [47, 98, 91, 92, 34, 36, 8,31, 17, 90]. Also, global

pattern detection on dermoscopy images has been addressed by Serranoet al. [96] and Tanaka et

al. [106].

In this section we review two of the most indicative dermoscopic features which are crucial

towards computer aided diagnosis of melanoma. These structures include thepigment network, and

streaks.
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3.3.1 Pigment Network Detection

The automated detection of pigment network has received some recent attention [36, 48, 34, 8, 17,

31, 98, 96, 13]. Fleming et al. [36] report techniques for extracting and visualizing pigment net-

works via morphological operators. They investigated the thickness and the variability of thickness

of network lines; the size and variability of network holes; and the presence or absence of radial

streaming and pseudopods near the network periphery. They use morphological techniques in their

method and their results are purely qualitative. Fischer et al. [34] use local histogram equalization

and gray level morphological operations to enhance the pigment network.Anantha et al. [8] pro-

pose two algorithms for detecting pigment networks in skin lesions: one involving statistics over

neighboring gray-level dependence matrices, and one involving filteringwith Laws energy masks.

Various Laws masks are applied and the responses are squared. Improved results are obtained by a

weighted average of two Laws masks whose weights are determined empirically. Classification of

these tiles is done with approximately 80% accuracy. Betta et al. [17] begin bytaking the difference

of an image and its response to a median filter. This difference image is thresholded to create a

binary mask which undergoes a morphological closing operation to remove any local discontinu-

ities. This mask is then combined with a mask created from a high-pass filter applied in the Fourier

domain to exclude any slowly modulating frequencies. Results are reported visually, but appear to

achieve a sensitivity of 50% with a specificity of 100%. Di Leo et. al. [31] extend this method and

compute features over the ‘holes’ of the pigment network. A decision tree islearned in order to clas-

sify future images and an accuracy of 71.9% is achieved. Shrestha et. al.[98] begin with a set of 106

images where the location of the atypical pigment network (APN) has been manually segmented.

If no APN is present, then the location of the most ‘irregular texture’ is manually selected. They

then compute several texture metrics over these areas (energy, entropy, etc.) and employ various

classifiers to label unseen images. They report accuracies of approximately 95%.

Although these studies have certainly made significant contributions, there has yet to be a com-

prehensive analysis of pigment network detection on a large number of dermoscopic images under

‘real-world’ conditions. All work to date has either: 1) not reported quantitative validation [36, 34];

2) validated against a small (n < 100) number of images[17]; 3) only considered or reported results

for the 2-class problem (e.g.Absent/Presentrather thanAbsent/Typical/Atypical)[8, 17, 31, 98]; 4)

not explicitly identified the location of the network [8]; or 5) has made use of unrealistic exclusion

criteria and other manual interventions [98].
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3.3.2 Automated Detection of Streaks

Even though the presence of irregular streaks is highly suggestive formalignancy of a lesion, the

modeling, detection and analysis of streak lines and starburst patterns arelargely omitted from liter-

ature, and it has very rarely been used for automated skin lesion diagnosis. Streaks on dermoscopy

images usually are difficult to detect since they are not perfect linear structures, but often fuzzy and

low-contrast oriented intensities. Furthermore, streaks may have unpredictable spatial distribution

(partial pattern) with just a few streak lines in a small region of a lesion. Therefore, it is not easy

to detect them using general oriented pattern analysis. The automatic detection of streaks has only

recently been investigated [16, 36, 77].

Betta et al. [16] developed a method in which streaks were detected by simultaneously looking

for occurrence of finger-like tracks along the contour of a lesion, andbrown pigmentation for the

corresponding region. They divide an image into 16 sub-images. For each sub-image they compute

the irregularity of the lesion border and also the hue component of the original color image in the

HSV color space. The final diagnostic decision is made by a simple threshold on these computed

values.

Also in a recent work, Mirzaalian et al. [77] have used a machine-learning approach for classi-

fying streaks in dermoscopic images. Although the methodology is interesting, ithas been tested on

only a small number (99) of dermoscopic images with wide exclusion criteria. It isnot clear how

the method would generalize to all conditions of dermoscopic images captured ina dermatologist

clinic.

Fleming et al. [36] also considered the streak detection problem, however they did not provide

a concrete solution. They argued that the presence and absence of radial streaming and pseudopods

and their characteristics could be tested from a skeleton of the pigment network. However, details

of the method were not reported. It is not clear how to find streaks from alesion without a pigment

network nor how to separate streaks from other dermoscopic structure.

3.4 Summary

In this chapter, we performed a literature review on the published approaches for pre-processing

for enhancement and removal of artifacts on dermoscopy images, segmenting the lesion from the

normal skin and finding dermoscopy structures such as the pigment network and streaks.



Chapter 4

Skin Lesion Segmentation Using

Automated Random Walker

The Random Walker (RW) algorithm[45] is a general purpose interactivemulti-label segmentation

technique where a user labels the image with ’seed points’ which denote the ground truth label for

that pixel. Then, for an arbitrary pixel, the probability of a random walkerreaching a seed of a

specific label (before reaching seeds of any other label) is computed. However, the RW algorithm

is sensitive to the exact placement of seeds and to the number of seeds placed [46]. While the RW

algorithm is fast, intuitive and robust, it has been determined that a large number of seed points (up

to 50% of the image) is required to reproduce a segmentation with only minor differences[46].

We have adopted the RW method described above into a novel framework, toautomatically

segment skin lesions from dermoscopic images.

4.1 Method

In this chapter we present an approach to leverage the advantages of RW for automatic skin lesion

segmentation. We initialize the RW algorithm automatically with seed points generated by ‘learning’

(by means of a training set) the difference between the properties of ‘skinlesion pixels’ and ‘healthy

skin pixels’.

34
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4.1.1 Supervised Probabilistic Segmentation

We begin with a set of 120 expertly segmented dermoscopic images taken froman atlas [10][100].

Each pixel is assigned either the label ’inside’ (l1) or ’outside’ (l2) based on the ground truth seg-

mentation. In this stage we aim to learn the difference between these two groups. Images are

converted to L*a*b* space, and each channel is filtered with a set of Gaussian and Laplacian of

Gaussian filters. Letm denote the number of filters employed. Pixels are then represented as a

1 × 3m vector since each filter is applied to each of the 3 image channels. Linear Discriminant

Analysis (LDA)[35] is then used to determine the linear combination of filters that best discriminate

‘inside’ and ‘outside’ pixels. LDA is similar to Principal Component Analysis (PCA), but where

PCA is anunsupervisedtechnique that reduces dimensionality while maintaining variance, LDA

is asupervisedtechnique that reduces dimensionality while maintaining class separability. This is

achieved through an eigenvalue decomposition of an3m × 3m scatter matrix, which represents the

separability of the classes with respect to each filter. Since this is a 2-class problem, we consider

only the principle eigenvector. This eigenvector results in a linear combinationof the filtersets for

each image channel. Since the filterset employed is a series of low-pass (Gaussian) and high-pass

(Laplacian of Gaussian) filters, the resulting ‘eigenfilters’ can be interpreted as either a high, low,

or multiple-band-pass filters. This filter bank includes five Gaussian and five Laplacian of Gaussian

filters applied to the three channels of the L*a*b* space, that results 30 filter responses in total. We

are therefore not only learning the colour difference between these twogroups of pixels, but also the

difference in the spatial variation of colors. This process is illustrated in Figure 4.1.

Next, the response of the pixel groups (‘inside’ and ‘outside’) along this eigenvector are modeled

as Gaussian distributions

P (p|li) =
1

σ
√

2π
exp

(
−(x − µ)2

2σ2

)
(4.1)

We create probability maps for unseen images by filtering the image with the resulting eigenfilters

from LDA, and for each pixelp, assigning it a normalized probability that the pixel is inside the

lesion

P =
P (p|l1)

P (p|l1) + P (p|l2)
(4.2)

The creation of a probability map is illustrated in Figure 4.2
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(a) (b) (c) (d)

(e) (f) (g)

Figure 4.1: Learning the difference between pixels inside and outside the segmentation. a)-d): Some
filters from the filterset applied to each channel of each image. The filterset consists of Gaussian
filters (a,b) and Laplacian of Gaussian filters (c,d) and the ‘eigenfilters’ as a result of LDA for the
L*, a* and b* channels respectively (e,f,g).

(a) (b) (c)

Figure 4.2: The creation of a supervised probabilistic segmentation. a) Theoriginal dermoscopic
image b) The image’s response to the ‘eigenfilter’ from Figure 4.1(c) The resulting probability map
by applying equation 2. Note the high response to the photodamaged skin to theright of the lesion.
This is due to the fact that this pattern (known as apigment network) usually occurs within lesions.
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4.1.2 Initializing the Random Walker Algorithm

The original RW algorithm is an interactive segmentation which requires the user to place seed

points. In our proposed automatic RW approach, there is no user interaction and the object and the

background seeds are automatically determined from the probability map generated in section 4.1.1.

To generate seed points, two thresholds must be determined. LetTS represent the skin threshold

andTL represent the lesion threshold. Once these thresholds are determined, an arbitrary number of

seeds can be automatically generated as long as the thresholding constraintsare satisfied. LetP (p)

represent the probability a pixelp is a part of the lesion, as determined by the probability map. A

pixel is a candidate for a background seed ifP (p) < TS . Similarly, a pixel is a candidate for an

object seed ifP (p) > TL.

To determineTS andTL, we analyze the histogram of the probability map (shown in Figure

4.3(b),(f)). We fit a Gaussian Mixture Model to the histogram and extractthe dominant Gaussians

that represent the skin and lesion [56]. LetµS andµL represent the means of the ‘skin’ and ‘le-

sion’ Gaussians respectively. Similarly, letσS andσL represent the variances. Thresholds are then

determined by:

TS = µS + 3σS (4.3)

TL = µL − 3σL (4.4)

Now, let F (x) represent the cumulative histogram of the probability map. We then define two

metricsαH andβH , using the subscript H (’histogram’) to differentiate from theβ parameter of the

RW algorithm:

αH =
F (TL) − F (TS)

F (TS)
(4.5)

βH =
F (TL) − F (TS)

F (1) − F (TL)
(4.6)

Low values for bothαH andβH imply an easy to segment, high contrast image, as shown in

Figure 4.3(a)-(d). The area shaded red in Figure 4.3(b) denotes the amount of pixels which a label

cannot be determined with certainty.

If however, eitherαH , βH or both are above a certain threshold, then the contrast between the

lesion and skin is poor, and the segmentation is more difficult. Empirically, this threshold has been

defined as2.0. If α is above2.0 then we define a new skin thresholdT ′
S as the median of the



CHAPTER 4. SKIN LESION SEGMENTATION USING AUTOMATED RANDOMWALKER38

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.3: Automatically initializing the RW algorithm. First row: A high contrast, easy to segment
image. a) The initial image. b) The histogram of the image’s probability map as generated by section
4.1.1. The blue area denotes candidate seed pixels (αH = 1.27, βH = 1.74, TS = 0.10, TL =
0.85). c) Seed pixels randomly selected. d) The resulting segmentation. Secondrow: A difficult
low-contrast lesion with occluding hair. The original parameters (αH = 0.77, βH = 7.88, TS =
0.18, TL = 0.97) indicate its difficulty since,βH > 2.0. T ′

L is therefore set to0.42 (reducing the
uncertainty area to the red shaded region)

uncertainty range (the range betweenTS andTL). Similarly, if β is above2.0 we defineT ′
L as the

median of the uncertainty range. If bothα andβ are above2.0, we take the larger value to determine

which threshold to shift. This threshold adaptation is illustrated in Figure 4.3(e)-(h). Initially αH

andβH are computed in Figure 4.3(e). The amount of uncertain pixels is large (grey and red shaded

are) which is reflected in the high valueβH = 7.88. SinceβH > 2.00, we defineT ′
L = 0.42, which

reduces the uncertain region (red) considerably.

After determining the thresholds for the skin (TS or T ′
S) and the lesion (TL or T ′

L) pixels, seed

points can now be chosen according to these thresholding constraints. Werandomly choose only

3% of pixels as seeds. Since spatial filtering methods are inaccurate near image borders (as can be

seen in Figure 4.2(b) we impose an additional constraint and do not consider pixels in proximity to

the image border as seed point candidates.

After placing seeds in the areas of high certainty, RW segments the image. RW gracefully

handles the uncertain area between the skin and lesion borders where there is not enough accurate

information from the probability map. We initialize the RW graph edge weights usinga Gaussian
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function of the image intensity as Grady does[45]. The Gaussian width in this function, which we

denote asβRW , is a free parameter that determines the degree to which two intensities are considered

similar. Throughout this experiment, this parameter has been fixed at30. Finally, after applying the

RW algorithm, the segmentations undergo morphological post-processing to fill holes and break

isthmuses.

4.2 Results

We tested our method on a dataset of images taken from [10] and [100]. Webegin by selecting

100 images that pose a challenge to segmentation methods, and call this imageset‘challenging’.

These represent images that are often excluded from other studies[22]. An image is considered

challenging if one or more of the following conditions is met: 1) the contrast between the skin and

lesion is low, 2) there is significant occlusion by either oil or hair, 3) the entire lesion is not visible,

4) the lesion contains variegated colors or 5) the lesion border is not clearly defined. Next, we

select 20 images that do not meet any of the above conditions, and call this imageset ‘simple’. We

merge these two imagesets, calling the resulting imageset ‘whole’. Finally, we create an imageset

to measure the intra-observer agreement of our expert. We randomly select 10 images from the

‘challenging’ imageset. These images undergo a random rotation of 90, 180 or 270 degrees, and

some are randomly inverted along the X and/or Y axes. This is done to reducethe likelihood that

the dermatologist would recognize the duplicate image while performing the segmentation task. We

call this imageset ‘intra’.

Probability maps for all images are generated as described in section 4.1.1 using ten-fold cross

validation. Seeds are placed automatically as described in section 4.1.2. The results are summarized

in Table 4.1. We also compare our results to the Otsu thresholding method[83] on probability maps

and measure the intra-observer variability of the expert. Segmentations obtained from our modified

random walker algorithm, the Otsu method and the dermatologist are denoted as‘MRW’, ‘Otsu’ and

‘Derm’ respectively. For all comparisons we compute precision, recall, F-measure (2×(precision×
recall)/(precision + recall)), and border error [51] which is also called XOR measure and it is

defined as

BE = (automaticborder ⊗ manualborder)/manualborder

.

As can be seen in Table 4.1, while the Otsu method consistently achieves a higher precision,
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Comparison Imageset n Precision Recall F-measure Mean BE Std BE
MRW vs. Derm simple 20 0.96 0.95 0.95 0.079 0.024
MRW vs. Derm challenging 100 0.83 0.90 0.85 0.31 0.19
MRW vs. Derm whole 120 0.87 0.92 0.88 0.24 0.18
Otsu vs. Derm simple 20 0.99 0.86 0.91 0.15 0.083
Otsu vs. Derm challenging 100 0.88 0.68 0.71 0.44 0.40
Otsu vs. Derm whole 120 0.91 0.74 0.78 0.34 0.36
Derm vs. Derm intra 10 0.95 0.91 0.93 0.085 0.036

Table 4.1: Comparing the results of our modified random walker segmentation algorithm (MRW)
to that of Otsu’s thresholding method[83] (Otsu), and a dermatologist’s manual segmentation which
acts as ground truth (Derm). Comparisons are performed over simple and challenging imagesets
taken from [10] and [100]. See Section 4.2 for a description of these imagesets.

its recall is much worse. This implies that the Otsu method consistently underestimates the lesion

border, labeling many pixels as ‘skin’ that ought to be labeled as ‘lesion’.When examining the more

comprehensive metrics such as F-measure or border error, it is apparent that our modified random

walker outperforms Otsu’s method. The poorer F-measure and border error results for the Otsu

method on the challenging imagest indicates how very difficult that imageset is;also born out by the

results of the intra-observer agreement of the expert dermatologist on the ‘intra’ imageset.

Figure 4.4 shows sample results of the segmentations obtained from our method(denoted in

black) as well as the ground truth segmentation (denoted in green) for a variety of lesions, including

several difficult lesions.

4.3 Contribution

Results of our method were presented in Medical Image Computing and Computer Assisted Inter-

ventions (MICCAI) in 2009 [110]. As the co-first author of this paper,my contribution was the

design and implementation of the study in collaboration with Paul Wighton. He worked on the

supervised probabilistic learning section for creating probability maps to be used in segmentation

using the RW method and I was in charge of designing the automated segmentationmethod based

on RW, performing experiments and analyzing the results. We wrote the paper together.
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(a) (b) (c)

(d) (e) (f)

Figure 4.4: Sample segmentation results for our method (denoted in black) compared to ground
truth (denoted in green). a) A typical, easy to segment lesion. b) A lesion withvariegated colours.
c) An example of the entire lesion not being visible. Also, the lesion border is unclear in the bottom
right hand side. d) A low contrast lesion. e) A lesion occluded significantlyby hair. f) A difficult
case where our method fails.
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4.4 Conclusion

We have developed a fully automatic method for segmenting unseen skin lesionsby leveraging

knowledge extracted from expert ground truth, and the random walkeralgorithm. Our method uses

colour as well as texture to perform the segmentation, and adapts itself to handle difficult, low-

contrast images. Clinically, this is the first step towards an automated skin lesiondiagnosis system.



Chapter 5

Pigment Network Detection and Analysis

In this chapter, we address the problem of how to determine the absence orpresence of pigment

networks in a given dermoscopic image. As we described in Chapter 2, a pigment network can

be classified as eitherTypicalor Atypical, where the definition of aTypicalpigment network is “a

light-to-dark-brown network with small, uniformly spaced network holes andthin network lines

distributed more or less regularly throughout the lesion and usually thinning out at the periphery”

[11]. For anAtypicalpigment network, we use the definition “a black, brown or gray network with

irregular holes and thick lines” [11]. The goal is to automatically classify a given image to one of

three classes:Absent, Typical, or Atypical. Figure 5.1 exemplifies these 3 classes.

We use these definitions to subdivide the structure into the darker mesh of thepigment network

(which we refer to as the ‘net’) and the lighter colored areas the net surrounds (which we refer to

as the ‘holes’). After identifying these substructures we use the definitions above to derive several

structural, geometric, chromatic and textural features suitable for classification. The result is a

robust, reliable, automated method for identifying and classifying the structure pigment network.

Figure 5.2 illustrates an overview of our approach to irregular pigment network detection. After

pre-processing, we find the ‘hole mask’ indicating the pixels belonging to theholes of the pigment

network. Next, a ‘net mask’ is created, indicating the pixels belonging to the net of the pigment

network. We then use these masks to compute a variety of features including structural (which

characterizes shape), geometric (which characterizes distribution and uniformity), chromatic and

textural features. These features are fed into a classifier to classify unseen images into 3 classes

of Absent, Typical andAtypical. The major modules in Figure 5.2 are explained in the following

43
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(a) (b) (c)

(d) (e) (f)

Figure 5.1: The 3 classes of the dermoscopic structure pigment network: a-b) Absent; c-d) Typical;
and e-f)Atypical. b),d),f) are magnifications of a),c),e) respectively.
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Figure 5.2: Overview of construction of our classification model

sub-sections.

(a) (b) (c)

Figure 5.3: a) A given skin lesion image. b) Sharpened image. c) Result ofthe edge detection after
segmenting the lesion.

5.1 Pre-processing

In order to prevent unnecessary analysis of the pixels belonging to the skin, the lesion is first seg-

mented. Either manual segmentation or our automatic segmentation method [110] was used. Next

the image is sharpened using the MATLAB Image Processing Tool Box function Unsharpmask, one

of the most popular tools for image sharpening [86]. A two-dimensional high-pass filter is created

using Equation 5.1. This high-pass filter sharpens the image by removing the low frequency noise.
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We use the default parameters of MATLAB in our experiments (α = 3). Figure 5.3-b shows the

result of the sharpening step.

SharpeningF ilter(α) = (
1

α + 1
)

∣∣∣∣∣∣∣∣

−α α − 1 −α

α − 1 α + 5 α − 1

−α α − 1 −α

∣∣∣∣∣∣∣∣
. (5.1)

To investigate structures of the skin texture, it was necessary to reduce the color images to a

single plane before applying our algorithm. Various color transforms (NTSC, L*a*b, Red, Green,

and Blue channels separately, Gray(intensity image), etc) were investigated for this purpose. After

the training and validation step, we selected the green channel as the luminance image. Results of

the different color transformations are reported in the result section of this chapter.

5.2 Hole detection

As discussed previously, a pigment network is composed of holes and nets. We first describe the

detection of the holes. Figure 5.4 shows steps of our novel graph-based approach to hole detec-

tion. After the pre-processing step described above, sharp changesof intensity are detected using

the Laplacian of Gaussian (LoG) filter. The result of this edge detection step is a binary image

which is subsequently converted into a graph to find holes or cyclic structures of the lesion. After

finding loops or cyclic subgraphs of the graph, noise or undesired cycles are removed and a graph

of the pigment network is created using the extracted cyclic structures. According to the density

of the pigment network graph, the given image can be classified intoPresentor Absentclasses, but

for irregularity analysis we also need to extract more features and characteristics of the net of the

network.

We used the LoG filter to detect the sharp changes of intensity along the edgeof the holes inside

the segmented lesion. Because of the inherent properties of the filter, it can detect the “light-dark-

light” changes of the intensity well. Therefore it is good choice for blob detection and results in

closed contours. The detection criterion of the edge of a hole is set to the zero crossing in the

second derivative with the corresponding large peak in the first derivative. We follow the MATLAB

implementation of the LoG edge detection which looks for zero crossings and their transposes. All

zeros are kept and edges lie on the zero points. If there is no zero, an edge point is arbitrarily chosen
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(a) Original image (b) LoG response (c) Image to graph conversion

(d) Cyclic subgraphs (e) Graph of holes

Figure 5.4: Steps of the proposed algorithm for hole detection

as a negative second derivative point. Therefore when all ”zero” responses of the filtered image

are selected, the output image includes all closed contours of the zero crossing locations inside a

segmented lesion. An example of the edge detection step is shown in Figure 5.3-c and in Figure

5.4-b. This black and white image captures the potential holes of the pigment network.

Now, we consider the steps necessary to extract the holes accurately. In previous works [36,

17, 48], these structures usually are found by morphologic techniques and a sequence of closing

and opening functions applied to the black and white image. We did not use this approach because

using morphologic techniques is error-prone in detecting the round shaped structures. Instead, the

binary image is converted to a graph (G) using 8-connected neighbors. Each pixel in the connected

component is a node ofG and each node has a unique label according to its coordinate.
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To find round texture features (i.e. holes), all cyclic subgraphs ofG are detected using the

Iterative Loop Counting Algorithm (ILCA) [62]. This algorithm transformsthe network into a tree

and does a depth first search on the tree for loops.

After finding cyclic subgraphs which may represent the holes of a pigmentnetwork, these sub-

graphs were filtered and noise or wrongly detected structures (globulesand dots) were removed

according to parameters learned in a training and validation step.

Pigment network holes should have higher mean intensity than the border; onthe other hand the

reverse is true for globules and brown dots. Therefore we thresholded the difference between the

average intensity of inner pixels and the average intensity of the border to discriminate globules from

holes of the pigment network. First, we remove all detected cycles which areshorter than 7 pixels

and longer than 150 pixels. These parameters can be set for a given data set according to the scale,

magnification and resolution of images. The atlas image set [10] used in the experiment does not

provide precise information about the resolution and magnification of the imageset which is used

in our experiment. Furthermore, we are uncertain if the resolution and magnification is the same

for all images of the atlas. Therefore, to play safe, we set a wide range (7 to 150) to find as many

holes of pigment networks as possible. In order to belong to a pigment network, a detected cyclic

subgraph should have a higher intensity on the area contained by the network structures (holes) than

on the network itself (lines), but in globules and brown dots, the mean intensityof the area inside the

structure is lower than the intensity of border pixels so we can discriminate them.We also have to

deal with oil bubbles and white cysts and dots. These structures are similar toholes of the pigment

network in terms of the mean intensity of the inside being lighter than the border area, but they are

much brighter inside. So, if there is at least one pixel with high intensity (set to0.8, on a scale of 0 to

1) in the inside area of a hole, it will be colored as white representing oil bubbles, white cysts or dots.

Therefore, these wrongly detected round structures of brown dots and globules, white dots, white

cysts and oil bubbles are removed from the rest of the analysis. We colored these noise structures

with red and white in Figure 5.5. Thus, the multi-level thresholds, determined bythe training step,

are set up as:

Color =






Green 0.01 < (I − B) < 0.1

White 0.1 < (I − B) ∧ ∃PI > 0.8

Red Otherwise

(5.2)

whereI is mean intensity of the inside area,B is the mean intensity of the border or outside area,

andPI is a pixel inside the hole. Figure 5.5 shows three examples of skin lesions with filtered cyclic
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subgraphs overlaid. These structures can be used later for the analysis of globules and dots which

are other important structures of the skin lesion texture.

In order to visualize the location of a pigment network based on the detected holes, we created

a new higher-level graphG whose nodes are centers of the holes belonging to the pigment network

(green colors). Nodes within a maximum distance threshold (MDT) are connected together. How-

ever, there is not a minimum node distance threshold. The value of the MDT is computed based

on the average diameter of all holes in the image. Based on the pigment networkdefinition, holes

of a regular network are uniformly spaced. To consider this spatial arrangement, the MDT should

be proportional to the size of holes and is defined as alpha (set to 3) times theaverage diameter of

holes.

Figure 5.6 illustrates two examples of skin lesions with their graphs of holes overlaid in green.

The first column shows aPresentimage and the second one shows anAbsentimage, both of which

are classified correctly using the only the graph of the pigment network holes.

5.3 Net Detection

In order to identify the net of a pigment network, we apply the Laplacian of Gaussian (LoG) filter

to the green channel of the image. The LoG filter identifies high frequency components of an image

and therefore makes an ideal net detector. The major issue with applying thisoperator is that its

response is strongly dependent on the relationship between the frequency of the structures and the

size of the Gaussian kernel used. We usedσ = 0.15, which is an appropriate value for images

of the two atlases used in our experiment [10, 100], however it can be tuned for a given imageset

according to scale and magnification. In our experiment, we observed thatthe average thickness of

the pigment network is proportional to the average size of holes of the network. We therefore set

the size of the LoG window size to half of the average hole size in the image. Theaverage window

size over all images of our data set is 11 pixels. We then threshold the filter response automatically,

resulting in a ’net mask’ which indicates which pixels belong to the net of the thepigment network.

Furthermore, we skeletonize this mask, resulting in a ’skeleton mask’. Figure5.7 illustrates the net

extraction process.

Qualitative results of detecting pigment network ‘net’ and ‘holes’ ares illustrated in Figure 5.8.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5: Detected cyclic subgraphs are filtered based on their inside-outside intensity differences.
(a), (c), and (e) show original skin lesions. (b), (d), (f) show green, red and white colors overlaid;
The red colors mostly belong to globules and brown dots. White dots and oil bubbles are colored as
white and holes of the pigment network are visualized as green.
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(a) Original Image (b) Original Image

(c) Cyclic Subgraphs (d) Cyclic Subgraphs

(e) Present (f) Absent

Figure 5.6: Results of applying our approach to twoPresentandAbsentdermoscopic images; (a)
and (b) are skin lesions, (c) and (d) show cyclic subgraphs, the green lines represent potential holes
of the pigment network and red lines show holes that did not pass the test ofbelonging to the pigment
network, and (e) and (f) visualize the pigment network over the image.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Net detection. a) A dermoscopic image, b) detected holes in the previous step, c)
response of the LoG filter, d) the resulting ‘net mask’, e) the extracted net of the pigment network
overlaid on the original image, and f) the segmented pigment network.
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(a) (b) (c)

(d) (e) (f)

Figure 5.8: Three images of the image set: the top row shows the original imagesand the bottom
row shows their corresponding pigment networks (brown) and holes (white).

5.4 Feature Extraction

Based on the definitions ofTypical andAtypical pigment networks, we use the results of the hole

and net detection to propose a set of features capable of discriminating among the 3 classes (Absent,

Typical andAtypical). We propose a set of structural (shape), geometric (spatial) chromaticand

textural features.

5.4.1 Structural Features (20 features):

Diagnostically important characteristics of a network include the thickness ofthe nets as well as the

size of the holes.

For each spatially disjoint section of the net mask, we compute its size (number of pixels in

the net mask) and length (number of pixels in the skeleton mask). Our features are then the mean,

standard deviation and coefficient of variation (mean/std) of the sizes and lengths of the nets.
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Thickness is also computed by measuring the distance from each pixel in the net mask to the closest

pixel in the skeleton mask. The mean, standard deviation and ratio of thickness as well as a 6-bin

thickness histogram are also included as features. For each spatially disjoint section of the hole

mask, we compute the size (number of pixels) and include as features the mean, standard deviation

and coefficient of variation (mean/std) of hole size as well as the total number of holes.

We also include the ratio of the network size (number of pixels in the net and hole masks) to the

lesion size (number of pixels in the segmentation mask).

5.4.2 Geometric Features (2 features)

We have defined a new feature called ‘Density Ratio’ of holes which is useful in discriminating

between the absence and presence of a pigment network. This feature isdefined as

Density =
|E|

|V | ∗ log(LesionSize)
(5.3)

where|E| is the number of edges in the graphG, |V | is the number of nodes of the graph andLesion-

Sizeis the size of the area of the image within the lesion boundary, being investigatedfor finding the

pigment network. The rationale of Eq. 5.3 is that a bigger|E| means that more holes are closer than

the MDT. Also, having a smaller|V | for a fixed|E| means that nodes or holes are uniformly spaced

close to each other and the graph of the pigment network is dense. Therefore, based on the pigment

network definition, having a high ’Density Ratio’ is a requirement for beingPresent. LesionSizeis

used to normalize the ratio|E|/|V |. For example, a fixed number of vertices and edges in a small

lesion is more likely representingPresentthan in a relatively big lesion. However, since there is not

a linear relationship between the size of a lesion and the probability of beingPresentor Absent, we

found experimentally that the logarithm ofLesionSizeis more appropriate.

Clinically, there is an emphasis on the ‘uniformity’ of the network in order to differentiate be-

tweenTypical andAtypical. In addition to the ’Density Ratio’ of holes as a feature, we included

another feature, which is the number of edges in the graphG.

5.4.3 Chromatic Features (37 features)

Color also plays a crucial role in clinical diagnosis. We therefore convert the image to HSV colour

space [97] and compute features over each channel as well as the original green channel of the

image. In each channel, for the hole, net and lesion masks respectively we compute the mean,

standard deviation and coefficient of variation (mean/std) of the intensity values. Additionally,



CHAPTER 5. PIGMENT NETWORK DETECTION AND ANALYSIS 55

(a) (b) (c)

Figure 5.9: Three difficult examples of our image set: a) A hairy image. b) Anoily image. c) A
low-contrast image.

we also propose a new chromatic feature called the ‘atypicality measure’ which is the sum of the

intensity values over the green channel of the pixels in the net mask normalized by the number of

the pixels.

5.4.4 Textural Features (10 features)

We use five of the classical statistical texture measures of Haralick et al. [52]: entropy, energy,

contrast, correlation and homogeneity which are derived from a grey level co-occurrence matrix

(GLCM). The GLCM is a tabulation of how often different combinations of pixel luminance values

(gray levels) occur in a specific pixel pairing of an image. We construct 2GLCMs (in the four

directions of 0, 45, 90, 135 and within the distance of 4 pixels using 8 gray levels averaged to obtain

a single GLCM) and extract the 5 texture metrics from each. The first GLCMis constructed over

the entire lesion (using the pixels in the lesion mask) and the second is constructed over the pigment

network (using the pixels in the net and hole masks).

5.5 Evaluation for Absent/Present classification using ‘Density Ratio’

To measure the strength of our proposed feature, ‘Density Ratio’, we applied our method to a set

of dermoscopic images taken from Argenziano et al.’s Interactive Atlas of Dermoscopy [10]. We

tuned the parameters and thresholds of our proposed method according to aset of 100 images of

size 768x512. Then we tested the method for another set of images (500 images) randomly selected

from the atlas. We classified the unseen images by feeding the ’Density Ratio’into the SimpleLogis-

tic [65] classifier implemented in Weka [43] (a general data mining tool developed by University of

Waikato in New Zealand) which uses a powerful boosting algorithm, LogitBoost [37]. Boosting is a
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method for combining the performance of many weak features to produce a powerful classifier [37].

SimpleLogistic fits logistic models by applying LogitBoost with simple regression functions as base

learners. Some of these images were challenging due to acquisition parameters such as lighting and

magnification, being partial (entire lesion was not visible), or due to the presence of an unreasonable

amount of occlusion by either oil or hair. These challenging images are usually discarded from test

sets in the previous work. However, these images were kept in our test set.

Table 5.1 shows the percentage of correct classifications (Presentor Absent) for the 500 test

images, using different color transformations. It is seen that the green channel gives the best clas-

sification. Comparing our results to Anantha et al.’s method [8] (achieving 80% accuracy), we

achieved a better result, however the same gold standard is not used and the image sets are differ-

ent. Therefore, a direct comparison is impossible due to different images and ground truths. Note

that we deliberately created a difficult dataset by not excluding oily, hairyand low-contrast images.

Figure 5.9 shows three difficult examples of our image set. Our method also locates the pigment

network and provides a qualitative analysis which can be used for extraction of pigment network

characteristics to discriminate typical pigment networks from atypical ones.

R G B YIQ Gray L*a*b
Correct Classification (Accuracy)90.7 94.3 90.1 92.6 91.1 89.7

Table 5.1: Correct classification rates (Accuracy) of different colour transformations for N=500
images.

According to the results of the various color transformations, the green channel is the best one

for the pigment network detection. Interestingly the Y channel of YIQ (the transformation used for

NTSC systems) has the second best result. The Y channel transformationis defined as:

Y = 0.299R + 0.587G + 0.114B (5.4)

where R, G, B are the red, green, and blue color components, respectively. To compute the lumi-

nance Y, the green channel has larger weight than the other channels so is the likely reason the Y

channel works well. In the gray-scale experiment, the intensity image is calculated by(R+G+B)/3

and in the L* experiment, the L* component of the L*a*b space is used as theintensity image.

In some images, it is not easy to detect the pigment network even by experts.Figure 5.10(a)

shows one of these challenging images taken from [11], where the expert dermatologists only had
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(a) (b)

(c) (d)

Figure 5.10: A challenging image with 51.5% inter-expert agreement favoring thePresentdiagnosis.
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51.5% agreement among themselves, with a small majority favoring thePresentdiagnosis. Our

algorithm can assist dermatologists to make their diagnosis by visualizing the pigment network (if

any). This method may also be used for training purposes. Figure 5.10 illustrates the outcome of

applying our method on the image, which classifies it as aPresentpigment network.

5.6 Evaluation for Absent/Typical/Atypical Classification

In another experiment, we evaluated the whole feature set (69 features)on the three class problem

using the SimpleLogistic classifier.

Absent-Typical-Atypical Classification

Precision Recall F-measureAccuracy N

Absent 0.905 0.950 0.927 - 161
Typical 0.787 0.792 0.790 - 154
Atypical 0.750 0.694 0.721 - 121
Our Weighted Avg 0.820 0.823 0.821 0.823 436

Di Leo et al. [31] 0.709 0.711 0.709 0.719 436

Absent-Present Classification

Absent 0.893 0.932 0.912 - 161
Present 0.959 0.935 0.947 - 275
Our Weighted Avg 0.935 0.933 0.934 0.933 436

Di Leo et al. [31] 0.875 0.876 0.875 0.876 436

Table 5.2: Comparing accuracy, precision, recall and f-measure of our proposed features with Di
Leo et al.’s features [31] using the same set of 436 images.

Since we have not performed any artifact (hair and oil bubble) detectionand removal algorithm,

in this evaluation we excluded oily and hairy images and we applied the method described above to

a set of 436 dermoscopic images taken from two atlases of dermoscopy [10, 100]. Among these im-

ages, a clean subset of 400 images, from the set of 600 images used in our Absent/Present evaluation

from [10], is used. Each image is labeled asAbsent, Typicalor Atypical, representing the presence

and the regularity of the pigment network. The other 36 images are from [100] and have been

labeled by 40 experts, each one assigning a label of eitherAbsent, Typicalor Atypicalto each image.

Overall labels for these images are generated by majority voting. In total, ourdataset consists of 436

images (161Absent, 154Typical, 121Atypical). We compute results for both the 3-class (Absent,

Typicalor Atypical) and 2-class problems (Absent, Present). Ten-fold cross validation was used to
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generate all results. Table 5.2 summarizes these results in terms of Precision (Positive Predictive

value), Recall (True Positive Rate or Sensitivity), F-measure, and Accuracy. F-measure is a measure

of a test’s accuracy that considers both the Precision and the Recall of the test to compute the score

where

Precision=
TruePositive

TruePositive + FalsePositive
(5.5)

Recall=
TruePositive

TruePositive + FalseNegative
(5.6)

F-measure= 2 · Precision · Recall

Precision + Recall
(5.7)

And Accuracy is computed as:

Accuracy=
TruePositive + TrueNegative

TruePositive + TrueNegative + FalsePositive + FalseNegative
(5.8)

Comparing our results with the results generated by the others using different datasets is not possible,

and the only work that we could reproduce is the method by Di Leo et al. [31] described in Chapter

3. For comparison, the feature set described in [31] was also implemented and results over our image

sets are computed. As can be seen, this work outperforms the previous work [31] on the 2-class

problem and is the only one to date that reports quantitative results for the 3-class problem.

5.7 Contribution

The contributions described in this chapter, published in [90, 91], are:

• Finding pigment networks using the holes of the network.

• Using graphs for modeling the presence and coverage of pigment network structures.

• Developing a new measure called ”Density Ratio” to detect absence or presence of pigment

network structures.

• Locating nets of the pigment network structure and validating them using the holes segmented

in previous steps.

• The proposal of a new clinically motivated feature set to classify a given image and assign a

label ofAbsent, Typicalor Atypicalto each image.
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• The validation of the proposed method on a large dataset consisting of 436 images, which is

the only validation to date on the 3-class problem.

5.8 Conclusion and Future Work

We proposed a novel graph-based method for classifying and visualizing pigment networks and

validated the method by evaluating its ability to classify and visualize the real dermoscopic images.

Furthermore, we have proposed and validated a set of clinically motivated features over these sub-

structures suitable for classification. Our feature set has proven to be robust, outperforming previous

work on a large dataset consisting of 436 images, which is the only validation todate on the 3-class

problem.

The accuracy of the system is 94.3% in classifying images to one of two classes of Absentand

Presentover a large and inclusive dataset consisting of 500 images. We also validate our method on a

different set and achieve an accuracy of 82.3% discriminating between three classes (Absent, Typical

or Atypical). This method can be used as a part of an automatic diagnosis system for classifying

moles and detecting skin cancer. This is a novel idea that needs more investigation and evaluation

and has a good potential for future research. Furthermore, we believethat the same idea with

different features can also be applied for extracting other skin patternssuch as globules and streaks.



Chapter 6

Detection of Streak Lines

As we described in Chapter 2.2.5, the presence of irregular streak lines isan important morpholog-

ical expression of malignant melanoma. In particular, irregular streaks are one of the most critical

features that shows the highest association with melanoma. Further, symmetricstreaks are one of

the specific dermoscopic criteria to differentiate usually benign Spitz nevi from melanoma. There-

fore detection and analysis of streaks can be a significant step towards computer-aided diagnosis of

skin lesions and melanoma detection. In this chapter, we propose a new approach to estimate and

segment streak lines and classify them intoAbsent, Regular, andIrregular classes.

6.1 Overview

To locate candidate streak lines, we perform some preprocessing steps,and detect linear structures

in the orientation flow of the image. Then to identify valid streaks from candidatestreak lines,

an orientation pattern analysis is performed and noise and wrongly detectedlines are removed.

The result includes line segments that indicate the pixels that belong to streaks. For identifying

streaks and finding irregular patterns, we use the clinical criteria such asnumber of streaks in the

images, color, and spatial arrangement of streaks to derive a set of features including structural

(which characterizes shape), geometric (which characterizes distribution and uniformity), chromatic

and textural features for detected line segments. These features are then used to train a supervised

machine learning algorithm..

61
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(a) (b) (c)

(d) (e) (f)

Figure 6.1: The preprocessing steps. (a) shows a lesion withRegularstreaks and (b) illustrates the
result of segmentation with major and minor axes of the lesion overlaid in green.(c) The result of
re-orientation followed by re-sizing and sharpening is shown in (c) and (d) shows the L channel of
the image in the L*a*b* color space. (e) shows the distance transform of the lesion mask with the
major and minor axes of the lesion in green and the boundary thickness (1/3 ofminor axis) in red
and (f) illustrates the region of interest that will be processed to find streaks.

6.2 Pre-processing

First the lesion is segmented using our method [110] which employs supervised learning from a

training set manually outlined by a dermatologist, in conjunction with the random walker algorithm

[45]. Figure 6.1-a shows an original image, and Figure 6.1-b illustrates theresult of segmentation

with major and minor axes of the lesion overlaid in green. After segmenting the lesion, the orienta-

tion of the lesion which is the angle between the x-axis and the major axis of the ellipse, is found,

and the image is rotated to align the major axis horizontally since the major axis represents the lesion

growth direction (Figure 6.1-b). Then, to have a relatively uniform image size, the lesion is re-sized

so that its major axis occupies 500 pixels. Since our images come from different resources with

unknown imaging settings, we had to first normalize the size of the images to 500 pixels, and then

we tuned the parameters of the method accordingly. These parameters can be tuned more accurately

if imaging setting, scaling, and the resolution are known. Finally, the image is enhanced using a

simple 3x3 high pass filter that removes the low frequency noise [91]. Aftersharpening, the image



CHAPTER 6. DETECTION OF STREAK LINES 63

is smoothed using an averaging filter of the same size to enhance sharp edges while removing noise.

Figure 6.1-c shows the result of re-orientation followed by re-sizing andsharpening.

To get a single plane luminance image, the given RGB image is converted to the L*a*b color-

space [112] which is designed to approximate human perception. Other color channels such as

the green and blue channels of RGB, and Y of YIQ were also tested. Our experiments showed

(in Section 4) that L* component outperforms other color channels; thus,we keep the L* channel,

shown in Figure 6.1-d, for the rest of our analysis. Finally, to find the region of interest (ROI), which

is the boundary of the lesion where we expect to find streaks, distance transform of the lesion mask

is calculated from the lesion border. One third of the length of the lesion’s minor-axis is used to

determine the ROI. In fact, the minor axis is divided into three sections, wherein the middle section

we do not expect to see streaks. Figure 6.1-e shows the distance transform of the lesion mask with

the major and minor axes of the lesion in green, and the boundary thickness inred, and Figure 6.1-f

illustrates the ROI that will be processed to find streaks.

6.3 Identifying linear structures after orientation enhancement

6.3.1 Blob detection using Laplacian of Gaussian (LoG)

Since streaks are linear structures with Gaussian cross-sectional profiles, we detect the linear struc-

tures using LoG filters. To capture objects of different sizes a multi-scale approach is necessary.

Thus, an input imagef(x, y) is filtered by rotationally symmetric LoG filters of sizehsize =

3, 5, 7, 9 as follows:

h(x, y) = ∇2[g(x, y) ∗ f(x, y)] = [∇2g(x, y)] ∗ f(x, y) (6.1)

∇2g(x, y) =

(
x2 + y2 − 2σ2

σ4

)−(x2+y2)

2σ2

(6.2)

whereσ is the standard deviation of the filters with a small value of 0.1 assigned in orderto achieve

high sensitivity even to a small change in intensity. We have performed 25 experiments with 5

different sigmas and 5 filter sizes, and our results show that the currentsetting gives the best results.

At the end, we will use the union of the results from the four scales to form amulti-scale result.

Figure 6.2-b, 6.2-c, and 6.2-d show the LoG responses at three different scales ofhsizek = 3, 5, 9

respectively.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k)

Figure 6.2: Intermediate steps of the method. (a) shows the region of interest in a lesion with
Regularstreaks in the L* channel after segmentation, reorientation and sharpening. (b), (c), and (d)
show the LoG filter responses in three scaleshsizek = 3, 5, 9 respectively. (e) shows the orientation
flow plotted in red lines forhsize = 5, and (f) shows the coherence or reliability of orientation
estimation. The frequency of the parallel pattern, illustrated in (g), is used as a parameter of the
Gabor filters which is created to enhance the estimation of the orientation as shown in (h). (i) shows
the binary image of the enhanced orientation with 1 for ridges and 0 for valleys. (j) is created from
(i) and (f) by removing pixels withreliability ≤ 50%. In the skeleton of the result, after removing
joint pixels, the inner borders and also short line segments are removed using the min and max
threshold of the length of line segments. The result is shown in (k) as detected linear structures
in the image. These line segments will be validated for valid streaks selection as described in the
section 3.4.



CHAPTER 6. DETECTION OF STREAK LINES 65

6.3.2 Orientation estimation

After finding linear structures by LoG, the orientation estimation is performed using the Averaged

Squared Gradient Flow (ASGF) algorithm [60]. The reason for using squared gradient instead of

the elementary gradient is that after computing the local orientation for a pixel,the estimation will

be averaged over a block of 16×16. Since a ridge line has two edges, the gradient vectors at both

sides of a ridge are opposite to each other. Therefore, gradients cannot directly be averaged since

opposite vectors will cancel each other, although they indicate the same ridge-valley orientation.

Therefore, by applying ASGF that doubles the angles of the gradient vectors before averaging,

opposite gradient vectors will point in the same direction and will reinforce each other. Also, the

length of the gradient vectors is squared. Thus, strong orientations have a higher vote in the average

orientation than weaker orientations.

The qualitative analysis that was given above is made quantitative here. The algorithm starts by

computing the gradientsGx(i, j) andGy(i, j) at each pixel(i, j) in imageI. For doubling the angle

and squaring the length in ASGF, the gradient vector is converted topolar coordinates, in which it

is given by[Gρ, Gθ]:

Gρ =
√

G2
y + G2

x, Gθ = tan−1(Gy, Gx) (6.3)

Gx = Gρ ∗ cos(Gθ), Gy = Gρ ∗ sin(Gθ) (6.4)
[

Gs,x

Gs,y

]
=

[
Gρ

2cos(2Gθ)

Gρ
2sin(2Gθ)

]
=

[
G2

ρ(cos
2(Gθ) − sin2(Gθ))

G2
ρ(2sin(Gθ)cos(Gθ))

]
=

[
G2

x − G2
y

2GxGy

]
(6.5)

DF =
1

2
tan−1

[
2GxGy

G2
x − G2

y

]
(6.6)

where

[
Gs,x

Gs,y

]
is the squared gradient and DF is the directional flow of imageI. The image

is then divided into blocks of size W=16. For each block, the local orientation at pixel (i, j) is

estimated and averaged using DF as follows:

[
Gs,x

Gs,y

]
=

1

|W |

[ ∑
W G2

x − G2
y∑

W 2GxGy

]
(6.7)

whereW is a non-overlapping window of16×16. To reduce the effect of noise on the estimated

orientation, a low-pass filter (Gaussian) is used to modify the local ridge orientation. To apply the
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Gaussian filter, the orientation image is converted back to a continuous vectoras follows:

Φx(i, j) = cos(2Gθ(i, j)), Φy(i, j) = sin(2Gθ(i, j)) (6.8)

Φ′
x(i, j) =

∑

W

F (i, j)Φx(i, j), Φ′
y(i, j) =

∑

W

F (i, j)Φy(i, j) (6.9)

whereF is the Gaussian filter with unit integral and specifiedσ of σΦ = 5.

Now, the local orientation and its reliability (the coherence of the squared gradients given by

[60]) can be computed at pixel(i, j) using the following equation:

O(i, j) =
1

2
tan−1

(
Φ′

y(i, j)

Φ′
x(i, j)

)
, Reliability =

|∑W (Gs,x, Gs,y)|∑
W |(Gs,x, Gs,y)|

. (6.10)

which means if all squared gradient vectors are pointing in exactly the same direction, the sum

of the vectors equals the modulus of the sum of the vectors, resulting in a coherence value of 1.

On the other hand, if the gradient vectors are random in all directions, thesum of them will be 0,

resulting in a coherence equal to 0. This algorithm results in a smooth intensity flow orientation

over the image (shown in Figure 6.2-e), and Figure 6.2-f shows the reliabilitymap of the orientation

estimation of Figure 6.2-a.

6.3.3 Estimating ridge frequency

After finding the local orientation and averaging for image blocks, the localridge frequency is

estimated by rotating the block so that the ridges are vertical. Then, the columnsare projected down

to find peaks in the projected gray values by performing a gray-scale dilation and then finding where

the dilation equals the original values and it is higher than mean of the projectedgray values. The

frequency of ridges can be calculated by dividing the distance between the first and last peaks by

(number of peaks - 1), and finally the median frequency is computed over all the blocks in the image.

Figure 6.3-a shows an example block of 32×32 annotated on the LoG response. The window size of

32 is used for a better illustration in the paper, however the window size usedin our experiments is

16×16. The block is magnified in Figure 6.3-b for illustration. The result of rotating the block with

the average block orientation to make it vertical is shown in Figure 6.3-c, andthe projection and

dilation results are shown in Figures 6.3-d and 6.3-e respectively. Now peaks of the block, pointed

with red arrows, can be easily found by comparing the dilation and projectionresults. The frequency

is found using these peaks and their wavelength. The wavelength of this block is (18 − 4)/2 = 7
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(a)

(b) (c) (d) (e)

Figure 6.3: Ridge frequency estimation. (a) shows an example block annotated on the LoG response.
(b) shows the magnified block for illustration. (c) illustrates the result of rotation and cropping with
average block orientation; 8 degrees for this block. (d) shows the projection and (e) the dilation,
with red arrows pointing to the peaks where the dilation equals the original value and is higher than
the mean of the projected gray values. The wavelength of this block is(18− 4)/(3− 1) = 7 which
results in a frequency of1/7 = 0.14.
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that results in frequency of1/7 = 0.14. The final result of frequency estimation for all blocks of

our example image (6.2-a) is shown in Figure 6.2-g.

6.3.4 Enhancing the orientation image

From [54], a Gabor filter with tuned ridge frequency and orientation, canremove the noise effi-

ciently while preserving true ridges and valleys. The even-symmetric Gaborfilter has the general

form of

g(x, y; f, θ, σ) = exp

(
−x′2 + y′2

2σ2

)
cos

(
2πfx′

)
, (6.11)

x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ (6.12)

whereσ is the sigma of the Gaussian kernel in the filter, and f andθ are the corresponding median

ridge frequency over the image and local orientation respectively. The result of this step is shown

in Figure 6.2-h. Figure 6.2-i shows the binary image of the enhanced orientation created by thresh-

olding (1 for ridges and 0 for valleys), and Figure 6.2-j is created fromFigures 6.2-f and 6.2-i by

removing pixels withreliability ≤ 50%. In the skeleton of the result, after removing joint pixels,

the inner borders and also short line segments are removed using the min andmax threshold of the

length of line segments. The result is shown in Figure 6.2-k as detected linearstructures in the im-

age. These line segments, called candidate streak lines, will be validated forvalid streaks selection

in the next step.

6.4 Identifying valid streak lines from candidate streaks

So far, we have identified many line segments which are spread in differentdirections belonging to

either streaks, or other dermoscopy structures and artifacts such as hairs. According to the clinical

and mathematical definitions of streaks, we expect to see a smooth orientation change in the streaks

directions. To capture the underlying pattern, we need a geometric investigation that identifies valid

streaks and removes false positives from the candidate streak lines. Skin lesions are mainly circular

in dermoscopy images, but they can be any shape. We generalize the lesionshape as an ellipse

that has the same normalized second central moments as the lesion region. Twofoci F1 andF2 are

computed using the eccentricity of the ellipse. To test whether a line segment, for example the red

line segment with the angleβ1 with respect to the horizontal direction and the centroid ofA1 in
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(a)

(b) (c)

Figure 6.4: Validating streaks candidates. (a) illustrates how line segments are filtered based on their
orientation difference(π/6) from the expected direction. (b) shows the line segments detected after
orientation estimation and (c) shows valid streaks after removing false positives.



CHAPTER 6. DETECTION OF STREAK LINES 70

Figure 6.4-a, is a streak or not, we connectA1 to F1 andF2 and compute the angle betweenA1F1

andA1F2 and find its bisector line (A1B1). We expect the orientation of a true streak line segment

will coincide with the bisector lineA1B1. To test such a condition, the angle betweenA1B1 and the

line joining the fociF1F2 (α1) is compared to the orientation angleβ1 of the line. We measure all

orientations counterclockwise from the horizontal axis in the range of[0, 2π]. By comparing|α − β|
to a constant threshold ofπ/6, non-streak line segments are eliminated from the set of detected lines,

and reliable line segments at every scale are found to form a multi-scale result to be used for feature

extraction. For example, in Figure 6.4-a, the line segmentA1 will be kept, but the line segmentA2

will be removed. Reliable lines detected after orientation enhancement are shown in Figure 6.4-b,

and the result of valid streaks selection is illustrated in the Figure 6.4-c. These valid streaks are

ordered in the direction of the red arrow from0 to 2π for feature extraction in the next step.

6.5 Feature extraction

Based on our mathematical definitions of streaks, we propose a new set of20 features for streaks,

calledSTR(streaks), which includes three Structural, three Geometric, six Orientation, and eight

Chromatic characteristics of valid streaks.

We have also used common color and texture features [25, 92] of the lesionitself, calledLCT

(Lesion Color Texture).

6.5.1 Our STR features

STRis a clinically inspired feature set, based on our mathematical definition of streaks to model

characteristics ofAbsent, Regular, andIrregular streaks.

Structural Features (3 features)

Diagnostically important characteristics of streaks include the shape, length, and variability of lines.

Therefore, we compute the length of each line, which is the number of pixels of the line segment.

Our features are the mean of the lengths of streaks, and the total number ofline segments in the

image. We also include the ratio of the streak size to the lesion size (# of streak pixels/# of pixels in

the lesion area).
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Geometric Graph Features (3 features)

Clinically, there is an emphasis on the ’uniformity’ and smoothness of the orientation change in

streaks for irregularity detection. There is also another important characteristic which is connectivity

of the structure that represents the completeness of the pattern. In Chapter 5, we proposed the

’Density Ratio’ feature which represents the density of the dermoscopy structure called pigment

network (PN). We have used a similar concept here with some modifications to measure the density

of streaks on the image. This feature is useful to discriminateAbsentimages fromPresentimages.

For geometric analysis, we created a graph of theN valid streak lines found in the previous

section, by reducing each lineL to vn nodes, based on the average length of streaks in the image.

For N lines, the total number of nodes equals to|V | =
∑N

i=1((
|Li|∑N

j=1 |Lj |/N
) + 1) where|Li| is the

length of the line segmentLi in the image and
∑N

j=1 |Lj |/N denotes the average length of streaks.

Density Ratio: A graphG = (V, E) consists of pairs with vertices (nodes)v ∈ V and edges

E⊆ (V × V ). The standardDensityof graphG is defined in [28] as the ratio of edges inG to the

maximum possible number of edgesDensity = 2×|E|
|V |×(|V |−1) where|E| is the number of edges, and

|V | is the number of vertices in graphG. Inspired by [91], we defined the density measure of the

graph of streaks as following:

Densitystreaks =
|E|(log |E|)

|V | × log(LesionSize)
(6.13)

whereLesionSize is the size of the segmented lesion in pixels. The density feature is useful in

discriminating between theAbsentandPresentimages, however it does not say much about the

regularity or irregularity of the streaks, nor the completeness and coverage of the pattern.

Often there is a complete pattern with a high graph density inRegularstreaks all over the lesion

(Figure 6.5-a, 6.5-c, 6.5-e), whereas inIrregular streaks, there may be a dense graph but over only

small parts of the lesion (Figure 6.5-b, 6.5-d, 6.5-f). Therefore, we need another measurement to

find out if the dense pattern is distributed all over the lesion or if it is just partially covering the

lesion. Thus we propose two new features called pattern coverage, andcompleteness.

Coverage: To measure the coverage of the streak pattern, the histogram of the number of streaks

in different areas (arcs) of the lesion is computed for bins ofπ/6 in the range of[0, 2π]. According

to the mathematical definition of streaks, we defined the graph coverage as the fraction of bins with

more than 2 streak lines (based on the clinical definitions of streaks). Coverage ranges from 0 to 1
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.5: Lesions withRegular(a) andIrregular (b) streaks. The red lines in (a) segment the
lesion into 12 areas to calculate the coverage of streaks. (c) and (d) show the results of multi-scale
streak detection on (a) and (b). (e) and (f) illustrate the graphs of streaks plotted over the lesions.
In (g) and (h) the coverage histograms of (e) and (f) are shown respectively. The histogram counts
the number of streaks observations into each of the bins ofπ/6 in the range of[0, 2π]. From the
histogram (g), Coverage is 1 (maximum) and in (h), the red arrows point to the bins with less than 3
line segments and Coverage is7/12 = 0.58.
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and the perfect coverage is equal to one that often belongs toRegularstreaks which are distributed

symmetrically among the bins (Figure 6.5-g). Lesions withIrregular streaks often have a lower

Coverage because of the partial distribution pattern (Figure 6.5-h). Figure 6.5-a shows a lesion

divided by red arrows into 12 areas and Figure 6.5-g shows the coverage histogram of the lesion

with regular streaks. As shown in the figure, the number of streaks in the horizontal binsπ/6,π,

7π/6, and2π are often higher than other bins because of the growth pattern of the lesionin the

horizontal (major) axis.

Completeness: If each vertexvi in G is reachable from the other verticesvj , thenG is connected

and a maximal connected subgraphGw = G(Vw, Ew) is the largest connected subsetW of the

vertex setV . Based on the above definitions the pattern completeness is equal toCompleteness =
Densitystreaks

|Gw| where|Gw| is equal to the number of maximal connected subgraphs in the image.

Orientation Features (6 features)

The orientation information of valid streak lines can also reveal valuable information about the

presence and regularity or irregularity of streaks. We order the valid streaks to track the orientation

change to detect the underlying pattern, if any. The line segments are ordered based on their location

and their orientation from the major axis starting from 0 to2π in the counter-clockwise direction

(Figure 6.4-c). In Figure 6.6-a, streaks are ordered in thex axis and their corresponding orientation

in they axis are shown for a typical lesion withRegularstreaks (in red) and a lesion withIrregular

streaks (in green).Regularstreaks tend to have smooth orientation changes without major jumps

between consecutive data points comparing to irregular streaks. After ordering the line segments,

based on the fact that they should be co-radially oriented, a linear regression is applied to measure the

error from an expected perfect orientation change pattern, so that wecan extract informative features

of regularity or irregularity of the orientation change. Assume that the ordered valid streaksXi are

indexed by the subscripti, wherei ranges from 1 toN (the total number of valid streaks), andyi is

the corresponding orientation. In the linear regression,yi is a linear combination of the parameters

of β0 andβ1 with the variablexi asŷi = β̂0+ β̂1xi for i = 1, . . . , N . The residual,ei = yi− ŷi, is

the difference between the predicted orientation of the line segmenti by the model (̂yi), and the true

direction of line (yi). The slope of the fitted line,β1, is used as one of the orientation features. Figure

6.6 shows also the linear regression on the orientation data of theRegularandIrregular images. The

slopeβ1 for the regular streaks and irregular streaks are 0.67 and 4.6, respectively.

We also calculate the Root Mean Square Error (RMSE) of the model asRMSE =

√∑
i (ŷi−yi)2

N .
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Figure 6.6: Linear regression of features extracted from the orientationpattern. The top figure
shows the ordered line segments in thex axis with their corresponding orientation in axisy. The
red data points show the orientation data for the regular lesion shown in Figure 6.5-c and the green
data points illustrate the orientation of streaks of theIrregular lesion shown in Figure 6.5-d. The
bottom figure illustrates the corresponding fit error (residuals) of the linear regression. The RMSE
of Irregular streaks (in green) is 47.68 where the RMSE error of the regular streaks(in red) is 13.21.
All residuals outside of the blue box in the bottom figure are counted and normalized by the number
of line segments as our outliers feature.
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Our experiments show that images with regular streaks have lowerβ1 and RMSE which is because

of the high number of streaks in thex axis with smooth orientation change iny. The bottom part of

Figure 6.6 shows the residuals of the regression corresponding to the ordered streaks above. In this

example, the RMSE of the irregular streaks (green plot) is 47.7 and the RMSEof the regular streaks

(red plot) is 13.2.

Two more features involving residuals are the RMSE of the first derivative of orientations, and a

normalized count of outlier orientations, the outlier ratio, shown outside the blue box in the residuals

in Figure 6.6.

We have also used the entropy of the lines orientations and residuals to characterize the ran-

domness or existence of a specific pattern in the orientation change. The entropy is a statistical

measure of randomness and the motivating idea behind the entropy is that irregular streaks with

unpredictable orientation change have a high entropy while regular streaks with a specific smooth

orientation change show a relatively low entropy.

For X with N lines {xi : i = 1, . . . , N}, entropy is denoted byH(X), and is defined as

H(X) = −
n∑

i=1

p(xi) log p(xi) wherep(xi) is the probability function ofxi and contains the his-

togram counts ofb bins whereb = 2π
π/18 = 36.

Chromatic Features of Streaks (8 features)

Since the images are not calibrated, we do not have reliable color information. Our color features

of streaks include the mean, standard deviation of intensity values in H, S, and V channel of HSV

color space as well as the choice of the color channel for luminance image (L* in our experiment)

used for streak detection over segmented streak lines.

6.5.2 Lesion Color Texture features (16 features)

Lesion Color Texture (LCT) set include the following 16 features: The mean, standard deviation and

reciprocal of coefficient of variation (mean/stdev) of the values in H, S,and V from HSV and L* of

L*a*b*, and four of the classical texture measures; energy, contrast, correlation, and homogeneity

[52, 92]. These textural features are derived from a Grey Level Co-occurrence Matrix (GLCM).

The GLCM, constructed over the entire lesion, is a tabulation of how often different combinations

of pixel brightness values (gray levels) occur in a pixel pair in an image. We created the GLCM

matrix which analyzes pairs of adjacent pixels in the 4 directions of 0, 45, 90, and 135 degree in
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the intensity image which is scaled to 8 levels. In this case, there are 8 x 8 = 64 possible ordered

combinations of values for each pixel pair.

6.6 Classification

Finally, these 36 features are fed into the SimpleLogistic [65] classifier implemented in Weka. This

choice of classifier was better than others such as Logistic, and BayesNet[38]. In the following

section, we will report results of our 2 data sets for 3 set of features (LCT, STR, andLCT+STR)

in classifying into 3-class ofAbsent/Regular/Irregular, 2-class ofAbsent/Present, and 2-class of

Regular/Irregular.

6.7 Evaluation and Results

6.7.1 Data sets

In our experiments, two dermoscopic image sets with 945 and 300 images (takenfrom the 945)

are used to evaluate the proposed method. The set of 945 dermoscopic images were taken from

three different resources, and contained 570 Absent, 245 Irregular, and 130 Regular streak images.

The first resource subset included 745 images from [10] where eachimage was labeled as (Absent,

Regularor Irregular) representing the presence and regularity of streaks in the image. For the

second subset, we collected 100 images from the web which were reportedto have streaks (Regular

or Irregular) and for the third resource subset, 100 images withAbsent, Regularor Irregular labels

were taken from [100]. By adding these three subsets, we created the set of 945 images (Set1)

for our first experiment to demonstrate the strength of the proposed methodover a large number of

dermoscopic images. Some of these images were challenging due to the acquisition parameters such

as lighting and magnification; being partial (entire lesion was not visible); or due to the presence

of an unreasonable amount of occlusion by either oil or hair. Such challenging images are usually

discarded from test sets in previous works, but we kept these images in our test set. In the second

experiment, we selected randomly a set of 300 clean and high resolution images from Set 1, (105

Absent, 110Irregular, and 85Regular) with a complete lesion and without artifacts such as hair or

oil bubbles (Set2).

We report the results of the experiments in Tables 6.1 and 6.2.
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6.7.2 Evaluation-Qualitative Results

Figure 6.7 illustrates six examples of our qualitative results with streak lines overlaid on the images

and streaks graphs. The first two rows of Figure 6.7 showAbsentimages, with a few lines detected

as potential streak lines in the second column and very sparse and low density graphs in the third

column. The third and forth rows illustrate results of streak detection and graphs on two images

with regular streaks in which Figure 6.7-g has the radial streaming streaks and Figure 6.7-j shows

pseudopod streaks demonstrating how our method successfully detects pseudopods. The last two

rows of Figure 6.7 show melanomas, with irregular streaks. The high difference in graph densities

and spatial arrangements and distribution is clear for different classes.

Detection and diagnosis of regular and irregular streaks is challenging even for experts. Ac-

cording to [100] there was an average disagreement of 24.5% on 2-class problem (Absent/Present)

between 40 Experts. The difficulty and disagreement is even more on the 3-class problem for detect-

ing irregular streaks. Figure 6.8 shows 3 examples of challenging images from the difficult image

set with 945 images. Figure 6.8-a shows the result of streak detection on a difficult case (case 43,

page 150 in [100]) that is labeled as:Absent(33.3%),Regular(17.9%), andIrregular (48.7%). Our

method assignes a label ofIrregular with 68% probability. Detected streak lines are shown in Figure

6.8-b in green. Figure 6.8-c shows anAbsentimage that has co-radial liniear pigmented structures

which belong to clods and maple leaf structures in a pigmented basal cell carcinoma. Our method

classified the image correctly because of the low number of detected streak lines and the low density

and coverage of the graph. Another challenging lesion with a strong pigment network is shown in

(e) and the result of streak detection is shown in (f) with a very few false positive lines in green,

and correctly classified asAbsent. Figure 6.8-g shows one of the missclassified images. It is anAb-

sentimage withunspecificpatterns that was diagnosed to be excised, but due to the linear co-radial

stuctures in the boundary area of the lesion, it is missclassified asIrregular.

6.7.3 Evaluation-Quantitative Results

To evaluate the generalizability of our method, we conducted ten-fold cross-validation in the first ex-

periment on Set1 with 5 scales (four scales ofhsizek = 3, 5, 7, 9 and union of these scales) in 4 color

channels, in total 20 settings. The color channels used as the luminance imagefor streak detection

are B and G channels of RGB, L of L*a*b*, and Y from YIQ (Y = 0.299R + 0.587G + 0.114B).

Table 6.1 shows our results on Set1 with 945 images, using different color transformations on the
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 6.7: Two Examples of each of theAbsent, Regular, and Irregular classes are shown. (a)
illustrates anAbsentimage from our experiments with streak lines and graphs in the second and
third columns respectively. (g) and (j) show twoRegular(Spitz nevus) images with radial streaming
and pseudopods respectively, and two lesions (melanomas) withIrregular streaks are shown in (m)
and (p).
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(a) (b)

(c) (d)

(e) (f) (g) (h)

Figure 6.8: Our qualitative results on challenging examples. (a) shows a difficult image labeled by
40 experts with 33.3% inter-expert disagreement favoringPresentand 26.8% disagreement favoring
Irregular diagnosis. Our method assignes a label ofIrregular with 68% probability. Detected streak
lines are shown in (b) in green. (c) shows anAbsentimage that has co-radial liniear pigmented
structures which belong to clods and maple leaf structures of the lesion calledpigmented Basel Cell
Carcinoma. A challenging lesion with a strong pigment network is shown in (e) and the result of
streak detection is shown in (f) with a very few false positive lines. Our method classified (c) and
(e) correctly because of the low number of detected streak lines, and the low density and coverage
of the graph. (g) shows one of theAbsentimages that our method failed to classify it correctly
(missclassified asIrregular) due to the linear co-radial blood stuctures in the lesion boundary.
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multi-scale 3-class classification (Absent/Regular/Irregular) in which the L channel of L*a*b* out-

performed the others. The best setting was used in the second experimenton Set2 with N=300

images. We report Recall (ie. Sensitivity, TP/(TP+FN); Precision (ie. Positive Predictive Value,

TP/(TP+FP) ); Accuracy=(TP+TN)/N; and AUC (the Area Under ROC Curve).

Color Channnel G B Y (YIQ) L (L*a*b)
Correct Classification 0.74 0.68 0.73 0.77

Table 6.1: Correct classification rates (accuracy) of various image transformations for multi-scale
3-class streaks classification on 945 images (Set1).

Table 6.2 summarizes the evaluation of our method for the 2-class (Absent/PresentandRegu-

lar/Irregular), and 3-class (Absent/Regular/Irregular) classifications in Set1 and Set2 using different

feature sets:LCT, STR, andLCT+STR. The highlighted numbers in the table show the evaluation

results using all features (LCT+STR) combined. This table reports the results of 12 experiments in

terms of Precision, Recall, F-measure, Accuracy and weighted averageArea Under Curve (AUC)

for the multi-scale analysis on the L channel of L*a*b*. The weighted average AUC is a good

performance measure in imbalanced data sets with unequal numbers of observations in each class

such as Set1 because it illustrates the behavior of the classifier without regard to class distributions

or error costs [55].

A 10-fold cross-validation is used to evaluate our method and compare the results of different

experiments. As shown in Table 6.2, by combining the new features and the common color and

texture features, we achieved an accuracy of 77% and AUC of 84.7% for classifying streaks into

Absent, Regular, andIrregular, on N=945 images (Set1) without any exclusion criteria. We also

validate our method on a clean sub-set of Set1 with N=300 images with high contrast and no artifacts.

The classification accuracy for the 3-class problem on the second set is80% with AUC of 91.8%.

Our method also works well on discriminatingRegularstreaks fromIrregular ones with AUC of

88.9% on Set1 with N=945 images.

As mentioned before, Table 6.2 reports the weighted average of our performance measures.

To show the class specific results on Set1, Figures 6.9 and 6.10 illustrate ourdetailed evaluation

on the 3-class (Absent/Regular/Irregular) and the 2-class (Absent/PresentandRegular/Irregular)

problems. Figures 6.9-a, 6.9-b, and 6.9-c show class specific results ofour method in more details

for theAbsent, Regular, andIrregular classes respectively for Set1 with 945 images. ROC curves of
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LCT+STR  AUC:0.889    F:0.889
STR           AUC:0.848    F:0.861
LCT           AUC:0.809    F:0.832

(g)

Figure 6.9: ROC curves of multis-scale streak detection using theLCT, STR, andLCT+STRfeature
sets in Set1 with N=945 images. (a), (b), and (c) show the AUC and F-Measure of our 3-class
classification for theAbsent, Regular, and Irregular classes respectively. (d) and (e) present the
performance of our approach forAbsent/Presentclassification for theAbsentandPresentclasses
respectively. The ROC curves onRegular/Irregular classification are shown in (f) and (g) for the
Regularand Irregular classes respectively. In all of the plots except (b), our proposed feature set
(STR)outperforms theLCT set and using all features together (STR+LCT) results in a significant
improvement in AUC and F-Measure of all classifications.
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S
et

1
Experiment N Features Prec. Recall F-Measure Acc. AUC

Abs/Pres 945
LCT 0.667 0.674 0.654 0.674 0.7
STR 0.743 0.743 0.74 0.743 0.801
LCT +STR 0.784 0.786 0.783 0.785 0.83

Reg/Irr 375
LCT 0.712 0.722 0.714 0.722 0.802
STR 0.791 0.795 0.79 0.795 0.849
LCT +STR 0.834 0.836 0.834 0.835 0.889

Abs/Reg/Irr 945
LCT 0.577 0.583 0.578 0.59 0.761
STR 0.679 0.696 0.677 0.7 0.792
LCT +STR 0.764 0.77 0.762 0.77 0.847

S
et

2 Abs/Pres 300 LCT +STR 0.89 0.89 0.89 0.89 0.929
Reg/Irr 195 LCT +STR 0.866 0.867 0.866 0.866 0.898
Abs/Reg/Irr 300 LCT +STR 0.802 0.8 0.801 0.8 0.918

Table 6.2: Evaluation of the proposed method on the two set with N=945 and N=300 (selected
high resolution and clean) images. The 2-class experiment includes theAbsent/PresentandRegu-
lar/Irregular classifications and in the 3-class images are classified intoAbsent/Regular/Irregular.
We have evaluated the Lesion Color Texture Feature Set (LCT) and the proposed Streaks Feature
Set (STR) separately and combined. The highlighted numbers show the evaluation results using all
features (LCT+STR) combined. This table reports the summary of our results of 12 experiments in
terms of weighted average Precision, Recall, F-measure, Accuracy andArea Under Curve (AUC)
for the multi-scale analysis on the L* channel of L*a*b*.

classifications usingSTR, LCT, andSTR+LCT are shown to demonstrate the strength of our proposed

features in discriminating betweenAbsent, Regular, andIrregular streaks. Figures 6.9-d and 6.9-e

illustrate the ROC curves ofAbsentandPresentlabels in the 2 class problem ofAbsent/Present

classification, and results of ourRegular/Irregular classification are shown in Figures 6.9-f and

6.9-g for theRegularand Irregular labels respectively. In almost all of the plots (except 6.9-b)

our proposed feature set (STR)outperforms theLCT set and using all features together (STR+LCT)

results in a significant improvement in AUC and F-Measure of all classifications.

As explained in the method, we have used 4 different scales for streak detection (hsizek =

3, 5, 7, 9) and then the responses are combined to achieve the final multi-scale result. Figure 6.10-a

shows the ROC curves of different scales for the classAbsentin the 3-class classification of streaks

in the L* channel on Set1. The multi-scale analysis outperforms the single scales with AUC of

82.8%. We have also reported results of classification on Set1 using ROC curves of 3 different

classifiers, Simple Logistic, Logistic, and Bayes Net in Figure 6.10-b.
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SimpleLogistic   AUC:0.846    F:0.840
Logistic              AUC:0.831    F:0.834
BayesNet           AUC:0.774    F:0.803

(b)

Figure 6.10: ROC evaluation for different scales and classifiers. (a) shows the results of differ-
ent scales (hsizek = 3, 5, 7, 9) and union of these scales inAbsent/Regular/Irregular classifica-
tion of streaks in the L* and (b) presents the performance of different classifiers using all features
(LCT+STR) in the L* channel with multi-scale settings.)

To compare our results with previous work, a direct comparison of our results is not possible

because of unknown images and ground truth used in experiments. However, we deliberately created

a difficult dataset of 945 images by not excluding oily, hairy, low-contrast, and partial images to

demonstrate the strength of the method. Images used in [77] are from the samesource that we have

used in our experiment. Assuming the difficulty level of the images in [77] is similarto those of one

of our data sets, our approach achieves an AUC of 91.8% compared with 83% reported in [77] for

the 2-classAbsent/Presentclassification.

6.8 Contribution

The contributions described in this chapter, published in [89], are:

• The development of an automatic approach for detection, segmentation and visualization of

streaks.

• The proposal to use techniques based on ridge and valley detection usedin fingerprint image

recognition.

• The proposal of orientation estimation and correction to detect low contrastand fuzzy streak

lines.
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• The use of ridge frequency estimation to enhance the orientation estimation

• The use of orientation pattern analysis to remove noise and non-streaks linesegments.

• The development of a graphical representation to analyze the geometric pattern of the structure

over the lesion with new features designed to model the distribution and coverage of the

structure.

• The development of a clinically inspired feature set to classify a given imageinto Absent,

Regular, or Irregular classes.

6.9 Conclusion

We have presented an automatic approach for detection of radially orientedstreaks on almost 1000

real dermoscopic images, using techniques based on ridge and valley detection used in fingerprint

image recognition. Orientation estimation and correction is applied to detect low contrast and fuzzy

streak lines and the detected line segments are used to extract clinically inspired feature sets for

orientation analysis of the structure. A graph representation is used to analyze the geometric pattern

of the structure over the lesion with new features designed to model the distribution and coverage

of the structure. We demonstrated that the proposed approach can locate, visualize, and classify

streaks in dermoscopy images. Therefore, it can be used in computer-aided melanoma diagnosis

using scoring methods. Furthermore, since our method locates streak lines and provides a qualitative

analysis, it can be used to highlight suspicious areas for experts’ diagnosis and for visualization and

training purposes.

We successfully apply our method in the specific case of automatic detection and classification

of streaks on dermoscopy images, which represent a stereotypical example of linear radial patterns.

In addition, oriented patterns produced by propagation, accretion, anddeformation in radial phase,

are common in nature and also in different fields of computer vision, and they are an important

class for visual analysis. Our approach helps to understand such patterns, by analysis of co-radial

linear structures in low contrast and low resolution images, in applications of histopathology, video

capsule endoscopy, mammography, iris detection in retina images, sunspot modeling, industry and

manufacturing.



Chapter 7

Towards Prevention of Skin Cancer

As mentioned before, in Chapter 1, it is known that skin cancers can be cured and survival rates

significantly improved if patients are diagnosed at an early stage in the development of their disease.

In addition, many cases of skin cancer are preventable. Therefore, the most important aspect of

skin cancer management is public education (primary prevention) and earlydiagnosis (secondary

prevention).

The secondary prevention involves the early detection and intervention. The proposed meth-

ods in the previous chapters focus on presenting a new methodology to be used in computer-aided

diagnosis of skin lesions with more emphasis on the detection and analysis of twoimportant der-

moscopy structures (pigment network and streaks) to simulate the clinical diagnostic scoring ap-

proaches. These steps can aid early diagnosis of melanoma as the secondary prevention steps. In

this research and thesis, we also made an attempt towards the primary prevention of skin cancer,

by public education particularly through awareness of sun-damage, by providing unique solutions

based on technology uses of social media and the Internet, using low-cost technological gadgets

such as smartphones.

This chapter focuses on our attempts towards the primary prevention of skincancer by raising

public awareness. Experience from other countries, particularly Australia, demonstrates that it is

possible to substantially change a population’s behavior in sunlight, and alsohave them present

much earlier for the diagnosis of skin cancer. This has resulted in a fall in death rates from skin

cancers [12].

Overexposure to the sun’s ultraviolet (UV) rays causes skin damage that can lead to skin cancer,

including melanoma which is the most dangerous kind of skin cancer [93]. The UV Index, issued

daily by Environment Canada, is a simple measure of the intensity of the sun’s UV radiation. The
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index is a useful tool to alert people to the need for sun protection. The higher the index, the more

careful they have to be when outside in the sun. I spearheaded a small group of graduate students to

develop an iPhone application called ”UV-Canada” that helps people to check the UV index easily.

It is a free iPhone app, launched in summer 2011, which received excellent reviews after it was

featured on Global TV, with over 30,000 downloads. In the new release for summer 2012, we have

employed state-of-the-art human-computer interaction techniques to designnew smartphone apps

for use by the public on beaches, in the water, and while working in the sun,with educational mate-

rial about calculating the sunburn time, the risks of sunburn, the appropriate type and effectiveness

of sunscreen, and provide tips on how to avoid sunburn.

The UV-Canada iPhone app has many unique features:

• It has been developed for Canada. We cover all the cities reported by Environment Canada.

• It gives reliable information because we have consulted with the dermatologists and experts

of BC Cancer Agency and UBC Dermatology. We also use the governmentalresource of

Environment Canada for the weather forecast and the amount of daily UVin each city.

• It offers daily tips while opening the app.

• It gives the UV index based on the location of the users (GPS of the mobile device)

• The app also provides weather forecast. We added this feature to make sure users check the

app more frequently.

• Users have an option to search for other cities as well. They can enter the name of the city or

look for it from a provided list.

• This app provides knowledge about skin care and cancer to reduce thenegative effects of long

UV exposure. It has a tab called ”Tips”. Users can improve their knowledge about the UV

index, skin cancer, sunscreen, tanning, skin aging and beauty, skin care of kids, and Vitamin

D.

• There is a very important feature that users can get daily notifications about the latest status of

the ultra violet (UV) radiation in users’ location of choice. They can turn thisfeature on/off.

Users can also set a time to get the alert. They can also set a threshold to getthe UV alert

based on their skin sensitivity.
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• The new advanced feature of our latest version will estimate the time for sunburn based on

the users’ choice of environment, their Fitzpatrick skin type (self-assessed by a quiz approved

by dermatologists), the SPF of their sunscreen and the UV index of sunlightreported by

Environment Canada. The modeling is based on [7]

Screen shots of the application are shown in Figure 7.1-a to 7.1-i presenting the starting page,

the current condition, the weather forecast, the page for searching favorite cities, the tips page,

information about UV index, the page for calculating time to burn, information about skin types,

and the UV hazard notification respectively. We are extending the application to cover US, Europe,

Australia and Asia as well. We will also provide this service for users of other mobile devices such

as Blackberry and Android.



CHAPTER 7. TOWARDS PREVENTION OF SKIN CANCER 88

(a) Starting page (b) Current UV condition (c) Weather forecast

(d) City Search (e) Tips (f) UV index

(g) Time to burn (h) Skin type (i) UV hazard notification

Figure 7.1: Screen-shots of the UV Canada iPhone application.



Chapter 8

Conclusion

This thesis proposes three significant approaches that can be used in future computer-aided skin

lesion diagnosis from dermoscopy images: skin lesion segmentation, pigment network detection,

and streak detection.

Here the contributions made in this thesis are reviewed by chapter.

8.1 Skin lesion segmentation

The contributions described in this section are published in [110]. As the co-first author of this

paper, my contribution was the design and implementation of the study in collaboration with Paul

Wighton. He worked on the supervised probabilistic learning section for creating probability maps

to be used in segmentation using the Random Walker method and I was in chargeof designing the

automated segmentation method based on the Random Walker approach.

My contributions are:

• Design and development of the automated segmentation stream.

• Analysis of probability maps created by learning probabilistic models to define object and

background boundaries on the histogram of the map.

• Modifying the random walker method for placing seeds automatically.

• Running experiments and performing analysis on the results and evaluation.
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8.2 Pigment network detection and analysis

The contributions described in this section, published in [90, 91], are:

• The proposal for finding pigment networks, using holes of the network.

• The proposal to use graphs for modeling the presence and coverage of pigment network struc-

tures.

• The development of a new measure called ”density ratio” to detect absenceor presence of the

pigment network structures.

• The proposal to locate mesh or nets of the pigment network structures and validating them

using holes segmented in previous steps.

• The development of a new clinically motivated feature set to classify a givenimage and assign

a label ofAbsent, Typicalor Atypicalto each image.

• The validation of the proposed method on an inclusive dataset consisting of436 images, which

is the largest validation to date on the 3-class problem.

8.3 Streaks detection and analysis

• The development of an automatic approach for detection, segmentation and visualization of

streaks.

• The proposal to use techniques based on ridge and valley detection usedin fingerprint image

recognition.

• The proposal of orientation estimation and correction to detect low contrastand fuzzy streak

lines.

• The use of ridge frequency estimation to enhance the orientation estimation

• The use of orientation pattern analysis to remove noise and non-streaks linesegments.

• The development of a graphical representation to analyze the geometric pattern of the structure

over the lesion with new features designed to model the distribution and coverage of the

structure.
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• The development of a clinically inspired feature set to classify a given imageinto Absent,

Regular, or Irregular classes.

8.4 Skin cancer prevention

We have developed the UV-Canada iPhone app with unique features described in Chapter 7, as our

contribution to public health and community service.

8.5 Future Work

The goal of my thesis work was to develop a spectrum of skin cancer prevention measures, including

primary prevention methods based on public education and awareness about the increased risk of

melanoma due to over-exposure to UV of sunlight, and secondary methods based on a cost-effective

automated methods to be used in screening tools for early diagnosis of melanoma.

In the future, other important dermoscopy structures which are crucial for melanoma diagnosis

will be investigated to provide a computer program for clinical practice.

The final goal of such applications is to contribute to tele-dermatology to aid in the prevention

and diagnosis of non-melanoma and melanoma skin cancer; tele-medicine and tele-dermatology

offer the opportunity to make available consultations with experts by long distance particularly in

those areas with no expert dermatologists available.
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