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Visual realism has been a major objective of computer graphics since the inception of the field. However, the perception of

visual realism is not a well-understood process and is usually attributed to a combination of visual cues and image features

that are difficult to define or measure. For highly complex images, the problem is even more involved. The purpose of this paper

is to present a study based on eye tracking for investigating the perception of visual realism of static images with different

visual qualities. The eye-fixation clusters helped to define salient image features corresponding to 3D surface details and light

transfer properties that attract observers’ attention. This enabled the definition and categorization of image attributes affecting

the perception of photorealism. The dynamics of the visual behavior of different observer groups were examined by analyzing

saccadic eye movements. We also demonstrated how the different image categories used in the experiments were perceived with

varying degrees of visual realism. The results presented can be used as a basis for investigating the impact of individual image

features on the perception of visual realism. This study suggests that post-recall or simple abstraction of visual experience is not

accurate and the use of eye tracking provides an effective way of determining relevant features that affect visual realism, thus

allowing for improved rendering techniques that target these features.
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1. INTRODUCTION

The quest for visual realism has been one of the main driving forces behind the rapid development of
computer graphics. Visual realism, also referred to as photorealism, defines how similar a synthetic
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image is to the photographic depiction of the same scene. The degree of visual realism required is
usually dependent upon the nature of the application [Foley 2004] and, in many situations, photo-
realistic rendering is essential [Chiu and Shirley 1994]. In minimal access surgical simulation, the
effectiveness of training of higher perceptual and spatial reasoning skills, e.g., visual recognition of
a landmark in a cluttered environment, depends on how faithful the relevant scene features are
represented [Liu et al. 2003]. Thus far, extensive research has been carried out in areas related to
low-level vision, such as visual physiology and computational modeling of early vision [Bruce et al.
1996] and in high-level scene perception [Henderson and Ferreira 2004; Henderson and Hollingworth
1999, 1998]. However, the perception of photorealism remains an obscure process [Rademacher et al.
2001]. Although it is clear that visual realism is attributed to a combination of cues, including shad-
ows, interreflections, depth perception, and surface attributes, such as color and texture [Bertin 1983],
defining or separating specific image features in highly complex scenes is difficult. With the increas-
ing demand for high-fidelity simulation environments and the diversity of computer graphics tech-
niques, it is important to devise a systematic way of assessing observer responses to different rendering
techniques.

This paper proposes the use of eye-tracking information to reveal the underlying features that im-
pinge on the subjective judgment of visual realism in complex scenes. The work presented is focused on
the development of objective measures for the perception of visual realism for computer-based surgical
simulations. We will first discuss realistic image synthesis and the importance of taking the human vi-
sual system (HVS) into consideration for defining image fidelity metrics. In the next section, we present
an experimental method for capturing the visual behavior of observers evaluating photorealism in a
surgical simulation. Detailed analysis techniques and the associated quantitative results are provided
in Section 3.

1.1 Photorealistic Image Synthesis

It is well recognized in computer graphics that in order to achieve realistic image synthesis, accurate
local reflection and light transport models are required. Local reflection models calculate the reflected
light intensity from a surface point. Existing techniques perform such computation as a function of
surface orientation relative to a point light source. Surface-light interaction, which is defined by means
of bidirectional reflectance distribution functions (BRDFs), must be taken into consideration. However,
the limited knowledge about material reflectance properties and the trade-offs between computational
costs and accuracy have led to a range of empirical and physically based local lighting techniques. A
number of physically based analytic approaches have also been proposed for modeling the BRDF by com-
puting the specular and diffuse components. Microfacet models were used by a number of researchers
[Cook and Torrance 1982; Blinn 1978] to imitate specular materials and incorporate self-shadowing by
using a rough surface with perfect microreflectors to account for the spectral composition of specular
highlights. These models were further extended to handle a wide range of surface types and anisotropic
distributions with multiple scattering from complex microscale geometries [Watt and Watt 1992; He
et al. 1991]. Hanrahan and Krueger [1993] introduced a physically based technique by using Monte
Carlo methods. It computes relative contributions from surface reflection and subsurface scattering
and transmission, and allows for simulating layered materials and biological tissues, such as skin and
green leaves. An alternative approach for BRDF modeling is to acquire measurements of the BRDF
by using a goniospectro reflectometer [Matusik et al. 2003; Dana et al. 1999; Ward 1992]. However,
fully representing BRDFs in a tabular form imposes prohibitive storage needs, making them difficult
to utilize in a scene with many types of materials [Lawrence et al. 2004 ; McCool et al. 2001].

For light transport simulation, two methods are commonly used in the computer graphics community:
ray tracing [Whitted 1980] and radiosity [Goral et al. 1984]. Ray tracing is a view-dependent method that
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handles only specular reflections and does not consider diffuse–diffuse or diffuse–specular interactions.
Radiosity, on the other hand, provides a view-independent solution to diffuse interactions within a closed
environment by subdividing the scene into discrete elements. In general, global illumination cannot be
computed with a single transport mechanism and several factors have to be combined to get a realistic
solution [Watt and Watt 1992]. A two-stage approach for integrating ray tracing and radiosity was
proposed by Wallace et al. [1987], and was further extended to include shape-varying specular surfaces
and refractions by Sillion and Puech [1989]. Most of these algorithms make certain simplifications to
the BRDF related to visibility computation and the solution of the integral equation over incoming and
outgoing directions [Cornell 2006].

One of the major issues for realistic rendering is to provide convincing complexity that is equiva-
lent to that of real-world scenes [Chiu and Shirley 1994]. Generally, detailed geometry is needed for
all scene objects in order to attain a realistic appearance. However, a geometry-only approach im-
poses enormous modeling efforts and, for complex scenes, this can result in a large number of primi-
tives that is prohibitive for interactive rendering. Different mapping methods have been introduced to
minimize the modeling complexity, which include texture mapping [Catmull 1974], bump mapping
[Blinn 1978], procedural textures [Ebert et al. 1998], and level-of-detail (LOD) methods [Heckbert and
Garland 1994]. Recently, image-based rendering (IBR) has established itself as a powerful alternative
to geometry-based computer graphics [McMillan 1997; Gortler et al. 1996; Levoy and Hanrahan 1996].
With this technique, a set of images or depth-enhanced images is used to synthesize novel views of
either synthetic or real environments. Depth information is used to project source image pixels into
a 3D space and then reproject them onto a target image plane. The main advantage of image-based
rendering is increased rendering realism by accounting for global illumination and interobject reflec-
tions. Other gains include efficient modeling, representation and rendering of complex, objects, and
enhanced overall system performance. However, for multiple source images, issues related to visibility
and reconstructions are still to be resolved. Moreover, a large number of images may be required to
fully model the scene, thus resulting in huge storage requirements.

1.2 Human Perception and Realistic Graphics

Realistic image synthesis aims to attain high fidelity visual appearance as perceived by humans. It takes
into account observer characteristics, in addition to physical modeling in image rendering [Larson et al.
1997; Ferwerda et al. 1996; Rushmeier et al. 1995; Ward 1994; Tumblin and Rushmeier 1993]. Thus far,
several image metrics have been introduced for assessing the perceptual quality of different rendering
techniques by imitating the behavior of the HVS. In general, three main sensitivities to variations of
the HVS are considered by most image-quality metrics: relative luminance variations, nonlinear eye
behavior as a function of luminance, and spatial frequency of luminance variations [McNamara 2001],
Daly [1993] presented the visible difference predictor (VDP) that uses features of the HVS to produce
maps of local probabilities of perceivable differences between images. Lubin [1995] proposed the use
of the Sarnoff visual discrimination model (VDM), which takes as input two images, and produces
as output a map of just-noticeable differences (JND). The VDM puts more emphasis on modeling the
physiology of the visual pathway and, hence, operates in the spatial domain as opposed to the frequency
domain considered by the VDP [McNamara 2001].

The established quality metrics such as the VDP and VDM, however, experience a number of limi-
tations [Li et al. 1998]. For example, these models consider only certain aspects of the complex HVS.
Furthermore, they can have high computational or storage requirements and may not be well suited
for interactive 3D applications. Despite these limitations, image fidelity metrics have been used to
guide the image-generation process. Computational resources can be optimized toward image regions
capturing most of visual attention and thus high-quality rendering can be achieved while efficiency is
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maintained. Mitchell [1987] used visual models to determine image sampling rates and produce an-
tialiased images. A frequency-based ray tracer was introduced by Bolin and Mayer [1995], which used a
perceptual model to detect visibility artifacts and control the sampling process. HVS models were also
used in global illumination solutions to effectively control the progression of the rendering procedure
[Bolin and Meyer 1999; Myszkowski 1998].

Considering the fact that humans will observe the images at the end, several image-quality metrics
and assessment approaches include decisions made by human observers. For example, a number of
psychophysical experiments have been proposed for evaluating the quality of rendering methods and
verifying some of the introduced image-quality metrics. McNamara et al. [2000] conducted experiments
involving human judgment of lightness in order to evaluate the fidelity of different rendering techniques.
Yee et al. [2001] proposed the use of spatiotemporal error tolerance maps in order to accelerate global
illumination computation for animations. Other work included the use of human visual perception for
selective rendering and illumination of complex scenes [Dumont et al. 2005; Sundstedt et al. 2005;
Stokes et al. 2004] and the investigation of feature saliency [Itti et al. 1998] during evaluation of visual
realism [Rademacher et al. 2001].

Thus far, most published psychophysical experiments were carried out under simplified conditions,
e.g., stimuli comprised of basic geometrical shapes, such as, cubes and spheres with varying visual
factors, such as, shadow softness, surface smoothness, and lighting conditions. In practice, the general-
ization of these results to determine their effects in complex computer-generated images is a complicated
problem, since there are significant interactions between the different dimensions of the visual experi-
ence [Greenberg 1999]. Moreover, questionnaire-based evaluation approaches used for assembling and
assessing users’ judgment of images suffer from inherent limitations. For example, conscious responses
give information at a high level of processing without exactly pointing at image features considered
during visual examination. Furthermore, subjective evaluations can be inconsistent [Bertrand and
Mullainathan 2000] as they are influenced by factors, such as observers’ understanding of visual real-
ism and in defining rating scale endpoints. There are also potential problems with post-test evaluation,
because of inaccurate recall and memory effects, such as recency [Aldridge 1995]. Finally, the instruc-
tions given during the task and the training methods used may also influence scores [IJsselsteijn et al.
2000; Freeman et al. 1999].

Although extensive research has been carried out in the areas of visual perception, realistic rendering,
and perceptually-based rendering, the problem of determining what in the image makes it appear
photographic or synthetic remains largely unexplored [Rademacher et al. 2001]. In this paper, we
propose the use of eye-tracking information to resolve or substantiate image features that subliminally
determine the perception of photorealism and identify salient scene regions that draw most of observers’
attention.

1.3 Eye Tracking and Visual Attention

Eye tracking has been used since the 1960s as an objective tool for the analysis of visual attention
and perception, although the early technology was difficult to use, invasive, and not widely adopted.
The essence of eye tracking is to measure where the gaze is directed and it relies on the fact that
the human visual system provides the best visual acuity at the fovea that has a small visual angle
of around 2◦ [Yang et al. 2002]. The acuity drops off rapidly beyond the fovea toward the periphery.
Therefore, the eyes have to scan the scene with a series of fixations in order to build up a detailed map
of the scene. The rapid movements between these fixations are called saccades. Fixations are linked
to the user’s conscious attention [Kundel 2004; Velichkovsky et al. 2000] and there are many studies
that employ eye tracking to determine attention in applications, such as reading [Rayner 1998], visual
search [Pomplun et al. 2001], and image understanding [Dempere-Marco et al. 2002]. Kundel et al.
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[1978] developed a model for using clusters of fixations for analyzing scan paths during visual search,
where it was assumed that a fixation picks up a certain amount of visual information from both foveal
and peripheral inputs. A fixation cluster is a grouping of fixations within close spatial proximity and it
takes into account the fact that when an observer focuses attention on image features, multiple fixations
sometimes occur. Eye-tracking studies have been used in radiology training for many years, where the
duration of fixations on areas with lesions has been used to classify certain types of diagnostic errors,
e.g., to determine whether missed lesions were recognized as being anomalous or whether there was
a decision error [Atkins et al. 2005; Kundel 2004; Nodine and Kundel 1987; Kundel et al. 1978]. For
laparoscopic surgery training, fixation information has been used in conjunction with assessing eye-
hand coordination [Nicolaou et al. 2004; Law et al. 2003]. In recent years, gaze-contingent systems have
been introduced in areas such as level-of-detail rendering, determining saliency of 3D polygonal models,
collision handling, multirsolution displays, and rendering of virtual environments [Howlett et al. 2004;
O’Sullivan et al. 2003; Murphy and Duchowski 2001; Loschky and McConkie 2000; Ohshima et al. 1996].
These are applications where the information presented to the viewer is manipulated to match human-
processing capability, often with foveal and peripheral perception matching in real time. A variant of
gaze-controlled rendering was proposed after the introduction of inattentional blindness [Mack and
Rock 1998], where unattended stimuli are not perceived by observers, and, hence, the term blindness.
In this case, human observers’ failure to notice degradations in the quality of image details unrelated
to their assigned task allows for efficient rendering systems without loss of perceived visual quality
[Cater et al. 2003; Rensink 2000].

Despite the amount of work on eye tracking and scene analysis, limited effort has been directed
towards using eye-tracking information for studying scene features affecting the perception of visual
realism. In a survey of eye-tracking applications, Duchowski [2002] showed that a major difficulty in
extracting useful information about scene perception arises because any task given to observers might
bias their visual behavior when they view a scene. In fact, the viewing strategy and eye-movement
patterns change as a function of the viewing task [Yarbus 1967]. Duchowski [2002] proposed that one
way to address this issue is to give observers a task that does not force the creation of a coherent memory
representation for the scene. In this work, we performed eye tracking on observers carrying out the
task of evaluating visual realism of real and synthetic images. Such task should not bias observers’
visual behavior and, by analyzing where the gaze is directed, it is possible to investigate eye-movement
behavior in complex scenes, such as those found in surgical simulation. Thus it is possible to determine
which scene aspects, i.e., features, attract observers’ attention for the given task. It should be noted
that no attempt was made to simplify the study by using reduced stimuli, such as simple or abstract
geometric shapes, or by manipulating individual scene features, e.g., shadows and edge smoothness, as
done in other psychophysical studies investigating the perception of photorealism [Rademacher et al.
2001; McNamara et al. 2000]. This is because of the fact that different scene features are not mutually
exclusive [Greenberg 1999] and the full stimuli has to be entirely presented for faithful investigation
to be achieved.

1.4 The Scope of the Paper

This paper presents a study where eye tracking was used to identify salient image features affecting the
perception of visual realism. The methodology used compares rendered images generated with varying
visual effects versus actual in vivo images. The variability of features thought to be important to visual
perception depends on the rendering technique itself and, in this study, they include texture quality
and specular highlights. There are two parts to the method. In the first part, subjective evaluation of
the realism of single images is made using a five-point Likert scale. The users’ realism ratings are used
to substantiate the importance of varied computer graphics (CG) elements. Eye-tracking information
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corroborates fixation of those elements, since fixations provide a higher bandwidth of information than
a single-valued result from a questionnaire. In the second part, pairwise image comparisons are made.
The scores are statistically analyzed via Wilcoxon signed-ranks test and post-hoc pairwise comparisons,
and correlated with the fixations on specific image regions. We specified simple tasks to determine how
realistic single images are in the first experiment and which of two images appears to be the most
realistic in the second experiment. Indeed, if we had used a high-level task, such as determining
whether an image contained a lesion, the observers would likely attend to different features in the
image. The method used for this study is independent of the rendering technique used to acquire the
synthetic images and can be generalized to other types of images, such as those of natural scenes, hence,
providing the basis for a general framework for evaluating visual realism in computer graphics.

2. METHOD

2.1 Stimuli Generation

We used clinical bronchoscopy images for stimuli. Bronchoscopy is a diagnostic procedure in which a
tube with a tiny camera on the end (an endoscope) is inserted through the nose or mouth into the lungs.
The procedure provides a view of the airways of the lung and allows doctors to collect lung secretions
or tissue specimens (biopsy). Bronchoscopy is a difficult procedure to perform and there are significant
clinical benefits that can be obtained by using computer-based training simulators [Ost et al. 2001]. The
stimuli used in this study included both real and synthetic images where the latter were generated with
an image-based rendering method for visualizing the bronchial lumen. The method relied on deriving
matched shading and texture parameters directly from video bronchoscope images [Chung et al. 2004].
With this approach, 2D/3D registration was first used to match video bronchoscope images with a 3D
polygonal model of the bronchial tree derived from a CT scan. This enabled the exact camera pose of
the bronchoscope examinations to be identified.

Surface details, including texture and shading parameters were also extracted. The texture map was
derived directly from the video bronchoscope images. The shading parameters were recovered by mod-
eling the bidirectional reflectance distribution function ρ of the visible surfaces, based on assumptions
of tissue uniformity by using a cubic curve parameterized on γ , the cosine of the angle between the
viewing vector V and surface normal N [Chung et al. 2004]:

ρ(V , N ) =
3∑
0

ci B3
i (γ ) (1)

where

γ = V .N
|V | |N | , Bn

i (t) = n!

i!(n − i!)
(1 − t)(n−i)ti (2)

The estimated BRDF was then used to predict the expected shading intensity, such that a texture
map, independent of lighting conditions, could be factored out of each video image and back-projected
onto the bronchial model. The derived texture maps were then merged to form a single texture atlas
which, combined with the BRDF model, allowed for rendering new views not encountered in the original
video bronchoscopy with a high degree of photorealism. For further enhancement of photorealism, the
specular properties of the lumen were modeled by using computer-generated noise [ElHelw et al. 2004],
which allowed for rendering realistic highlights. 2D Perlin noise [Perlin 1985] was first used to create
a noise image, i.e., image-storing noise samples, which was then converted to a reflectance map. For
each point in the noise image, the associated tangent vectors to the surface were defined and each pixel
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in the reflectance map encoded the direction that the corresponding point was facing by using three
channels of information, which were conveniently mapped to a standard RGB image.

During runtime, per-triangle reflectance information was extracted by means of texture mapping
for calculating specular highlights. The extracted vectors were defined in image coordinate space, so
they had to be transformed into a coordinate space that is local to the triangle being processed. The
basis vectors for such coordinate system, known as the surface-local coordinate space, can be defined
by using the surface tangent T , bitangent B, and normal N . The first two vectors were computed from
the partial derivatives of the triangle object space coordinates with respect to its corresponding texture
coordinates [Fernando and Kilgard 2003]:

T =
(

∂x
∂u

,
∂ y
∂u

,
∂z
∂u

)
=

(
− Bo

A0

, − B1

A1

,− B2

A2

)
(3)

and

B =
(

∂x
∂v

,
∂ y
∂v

,
∂z
∂v

)
=

(
− Co

A0

,− C1

A1

,− C2

A2

)
(4)

where

(A0, Bo, Co) = [(x1, u1, v1) − (x0, u0, v0)] ⊗ [(x2, u2, v2) − (x0, u0, v0)]

(A1, B1, C1) = [( y1, u1, v1) − ( y0, u0, v0)] ⊗ [( y2, u2, v2) − ( y0, u0, v0)]

(A2, B2, C2) = [(z1, u1, v1) − (z0, u0, v0)] ⊗ [(z2, u2, v2) − (z0, u0, v0)]

In the above equations (x0, y0, z0), (x1, y1, z1), (x2, y2, z2) and (u0, v0), (u1, v1), (u2, v2) represent the
prospective triangle’s object and texture spaces coordinates, respectively, and ⊗ denotes the cross
product operation. Subsequently, N was calculated from the cross product of Tand B or alternatively
the normal supplied with the original model could be used. After computing the basis vectors of the
surface-local coordinate space, the graphics processor unit (GPU) was used to efficiently transform the
extracted image-space reflectance vectors to the surface-local space and carry out specular highlight
computations.

2.2 Types of Stimuli and Controlled-Image Factors

Similar views were used for both real and synthetic stimuli in order to investigate the observers’
visual behavior when viewing real and rendered scenes. The stimuli show static bronchoscopy images
corresponding to views of the bronchial tree from three different camera poses labeled A, B, and C, as
shown in Figure 1. For each pose, five images were presented comprising four rendered images plus
a real image, referred to as image categories 1–5, respectively. Therefore, the total number of unique
stimuli images is 15. Examples images of categories 1–5, for one of the poses are shown in Figure 2.
Image categories 3–1 differ in the texture detail dimension where categories 2 and 1 were acquired by
gradually filtering (Gaussian smoothing kernels with spatial support 3 × 3 and 7 × 7, respectively) the
original texture image (category 3 image). Category 4 is identical to category 3 with added specular
highlights, whereas category 5 represents the real image. The five categories 1–5 can be ordered with
an ascending visual quality.

2.3 Experiment Setup

2.3.1 Participants. The same sixteen observers took part in the two experiments, which were carried
out sequentially. All observers had normal or corrected to normal vision. Observers were divided into
two groups: 5 observers with extensive graphics and tissue appearance knowledge, 1 of whom was
female, and 11 observers without such knowledge, 6 of whom were females.
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Fig. 1. The stimuli show three views of the bronchial tree corresponding to camera poses A, B, and C (left to right).

Fig. 2. For each camera pose, five images representing categories 1–5 are used for the stimuli. Shown above are images for pose

B. Categories 2 and 1 were acquired by gradually filtering (Gaussian smoothing kernels with spatial support 3 × 3 and 7 ×7,

respectively) the original texture image (category 3 image). Category 4 is identical to category 3 with added specular highlights,

whereas category 5 represents the real captured video bronchoscope image.

2.3.2 Equipment. The participants were standing 60–70 cm from the 17′′ display. The images were
shown with a resolution of 800 × 600 pixels. The illumination conditions in the room were constant
throughout the experiments. Observer’s eye movements were measured by using a Tobii ET-1750 eye
tracker [Tobii 2006], which is an infrared video-based binocular eye-tracking system recording the
position of the fixations on the screen displaying the stimuli, at about 30 samples per second. A fixed
infrared light source is beamed toward the eye, while a camera below the monitor records the position
of the reflection (known as the Purkinje reflection) on the cornea surface relative to the pupil center.
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Fig. 3. A sample screen shot from Experiment 1 with fixations shown as numbered nodes in sequential order. The lines represent

the scan path between successive fixations. The evaluation scale is displayed at the top center of the screen. The visual angle

scale is shown at the bottom of the image.

The infrared images of the eye position were digitized and processed in real-time. Each observer’s eye
movements were first calibrated, by fixating on up to five points (six samples per point) on the monitor
until the residual error of alignment of the points had been minimized. After the calibration procedure,
which took about 20 seconds, the point of regard on the display screen was determined with an average
accuracy of 0.5◦ visual angle, i.e., error of +/− 0.5◦, across the screen [Tobii 2006]. A certain amount of
head movement was allowed; good motion compensation combined with binocular eye tracking resulted
in minimal data loss (less than 4%).

2.3.3 Experiment 1: Single-Image Evaluation. The observers were first shown an example image
each of category 1 (most unrealistic) and category 5 (real) displayed side-by-side for mental calibration.
Then they were presented with a series of 15 images (the five renderings on each of the three poses), and
asked to rank each image in terms of visual realism using a Likert scale (1–5), with no timing limits.
Images were displayed in random order, the same for each observer, and observers were not told which
the real images were, nor were they informed how the images were obtained. The evaluation scale
(without further example images) was displayed at the top of the screen for reference, as illustrated
in Figure 3. It is worth noting that the image in the slide is of a size that subtends the same visual
angle (8.2◦× 9.5◦) as the one displayed on the larger, but more distant monitor during a real surgery.
A researcher sitting nearby controlled the presentation of stimuli on the screen and recorded the score
for the stimuli, which were spoken aloud by the observer.

2.3.4 Experiment 2: Side-by-Side Image Comparisons. In Experiment 2, a two alternative forced-
choice (2AFC) task was conducted using images only from categories 3, 4, and 5. We did not use images
from categories 1 and 2, because these were too obviously identified as unreal. Such decision was further
supported by the results of Experiment 1. The observers viewed 18 side-by-side image pairs and were
asked to choose which of the two (left or right) was the most realistic. The image pairs were always
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from different categories and poses. Different poses were used, because a pilot study showed it was too
easy to spot the differences when comparing similar poses.

2.4 Statistical Analysis

Statistical analysis was carried out using SPSS software [SPSS 2006]. All the tests used were two-sided
with level of significance set to 0.05. Data was tested for normality using Kolmogorov–Smirnov test
[Sidak et al. 1999] and it was found to be not normally distributed. Nonparametric tests were subse-
quently used for further analysis. First, the Friedman test was used to assess an overall inter-category
variation. In order to isolate differences between image categories, post-hoc multiple comparisons for
paired samples (Wilcoxon signed-ranks test) were then performed for all possible combinations be-
tween categories considering as statistically significant a p value of 0.005 (calculated as 0.05/number
of comparisons = 10).

2.5 Eye-Movement Analysis

In order to capture eye-movement dynamics in the side-by-side experiment, a discrete-time Markov
chains approach was used. Markov modeling has been used in other work to investigate the sequence
of temporal fixations [Dempere-Marco et al. 2002; Hacisalihzade et al. 1992]. In this paper, we focus
on a discrete time, discrete state space Markov chain, based on a first-order Markov process, to model
eye-movement dynamics. The sequence of fixations can be described with a stochastic process {X n} in
discrete time n ={0, 1, 2, . . . } over random image locations; thus discrete state space S. Such a process
is called a Markov chain, if for all times n ≥ 0 and all states i0, i1, . . . , i, j ∈ S

P (X n+1 = j |X n = i, X n−1 = in−1, . . . , X 0 = i0) = P (X n+1 = j |X n = i) = Pij (5)

where Pij denotes the probability that the chain in state i moves into state j (one-step transition
probability). To determine the transition probability Pij , between the states i and j ∈ S, the number of
transitions t, per state were calculated for all the states. For example, in case of the five image features
(F1–F5) defined in Section 3.1, each feature can be designated as one state for the Markov model leading
to a finite state space S = F1, . . . , F5. The inter- and intrastate transition probabilities are given by
Nicolaou et al. [2004]:⎛

⎜⎜⎜⎜⎜⎜⎜⎝

t11 · · · · · · · · · t15

... . . .
...

... . . .
...

... . . .
...

t51 · · · · · · · · · t55

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

p11 = t11

t11+t12+t13+t14+t15
· · · · · · · · · p15 = t15

t11+t12+t13+t14+t15

... . . .
...

... . . .
...

... . . .
...

p51 = t51

t51+t52+t53+t54+t55
· · · · · · · · · p55 = t55

t51+t52+t53+t54+t55

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(6)

3. RESULTS

3.1 Experiment 1: Fixation Categorization

Visual inspection of the distribution of fixations in the single image evaluation experiment resulted in
the identification of a number of different image areas that drew most of the attention. Manually labeling
these common areas resulted in a set of image features into which fixation data could be grouped. A
description of these features is given in Table I and enlarged examples are shown in Figure 4. It is
worth noting that the centers of the features were 0.5 to 3.0 degrees apart in terms of visual angle.

Figure 5 shows the percentage of normalized dwell time per feature for each observer [Hu et al. 2003].
Dwell times were normalized by the area of each visual feature within the image. Observers 1–5 are
the expert group and observers 6–16 are the novices.
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Table I. Feature Categorizations and Codes

Feature Description Feature Code

Light reflections/specular highlights F1

3D surface details F2

Depth visibility F3

2D texture detail F4

Edges/silhouettes F5

Fig. 4. An example of image features shown in blown-up views (pose C). Feature (1) corresponds to light reflections/specular

highlights, feature (2) 3D surface details, feature (3) depth visibility, feature (4) 2D texture detail, and feature (5) edges/silhouettes.

The aliasing artifacts found in some images are because of magnification.

It can be observed that some image features were fixated upon more than the others, when evaluating
photorealism. For instance, F1, F2, and F3 appear to be the most observed features. However, all the
observers do converge to essentially inspecting the same features. Figure 6 further illustrates the
distribution of the normalized dwell time per feature for all observers. It is worth noting that there
were no significant differences in the percentage of dwell time per feature between the novice and
expert groups.
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Fig. 6. The percentage of normalized dwell time per feature for all observers. Error bars show 1 standard deviation.

3.2 Experiment 1: Evaluation of Realism Scores

The scoring results for each observer were recorded and analyzed following the procedures, as outlined
in Section 2.4. We hypothesized that the scoring for images from different categories should be different,
corresponding to the difference in perceived visual realism. Figure 7 illustrates the average score given
for each image category. It can be seen that the five categories scored differently. Statistical analysis
demonstrated significant differences between image categories (Friedman test χ2 = 41.962, df = 4,
p < 0.001). Additional intercategory comparison analysis demonstrated significant differences between
all categories when compared to category 5 (the real image), except when compared to categories 4 and
3, as shown in Table II, suggesting that category 4 images were perceived to be close to photorealistic.
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Fig. 7. Mean recorded score for each image category. It can be seen that the five rendering categories from 1 to 5 were perceived

with an increasing amount of visual realism (error bars indicate the scale of 1 standard deviation).

Table II. Multiple Comparisons Analysis for all Image Categories

Compared to Category 5 (Real Image)a

Comparison z 2 Tailed Asymptotic p-value Significant

Category 5 versus category 1 −4.393 0.001* Yes

Category 5 versus category 2 −3.132 0.002* Yes

Category 5 versus category 3 −2.092 0.036 No

Category 5 versus category 4 −0.251 0.802 No
a(*Wilcoxon signed-ranks test with p ≤ 0.005 was considered significant).

These results demonstrate that a salient image feature, in this case, specular highlights, could be linked
to the increased perception of visual realism.

3.3 Experiment 2: Image Comparisons and Dynamic Eye-Movement Analysis

In the 2AFC test, the result of comparing Categories 3 and 4 images side-by-side in terms of realism
showed that category 4 was chosen as more realistic than category 3, 61.5% of the time. Evidently
the missing specular highlights in category 3 reduced the observers’ perception of visual realism. The
result of comparing category 3 with category 5 images showed the latter was selected as being more
realistic 64% of the time. However, when comparing category 4 with category 5 images, the real images
were selected as being more realistic only 39% of the time. These results corroborate the findings of
Experiment 1, where Categories 4 and 5 images were perceived with similar visual realism. They also
demonstrate how the addition of a salient image feature, in this case, specular highlights, positively
affected observers’ judgment of realism.

Insights into observers’ search strategies can be gained by inspecting their eye-movement patterns
when observing side-by-side image pairs. The image pairs that had received approximately equal ratios
of forced choices for each of the component images were considered to be “similar” and used for further
analysis. Figure 8 shows the captured eye movement behavior of two observers, one expert and one
naı̈ve while observing a similar image pair. Qualitative inspection of the expert’s fixation transitions
reveals a consistent search pattern saccading between similar intra- and interimage features, as well
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Fig. 8. Eye movement behavior for an expert (left) and naı̈ve (right) observers looking at the similar image pair. Notice the

different visual behavior between the two observers.

Table III. Normalised Fixation Distribution

by Feature Area for the Similar Image Pair in

Figure 8 Across All Observersa

Feature LL RL LR RR

F1 65.3% 11.7% 26.9% 0%

F2 20.2% 35.8% 60.9% 11.8%

F3 9.3% 44.8% 5.6% 69.3%

F4 2.3% 3.2% 2.5% 3.4%

F5 2.9% 4.5% 4% 15.5%

aLL (LR) = Looking at left image choosing left (right) as

being more real, RL (RR) = Looking at right image choosing

left (right) as being more real.

as paying attention to peripheral features. The naı̈ve observer, however, shows a lack of a well-defined
strategy and concentrating more on central features.

Table III demonstrates the distribution of fixations by feature (using the total dwell time for each
feature normalized by feature abundance [Hu et al. 2003]) for all observers while looking at each compo-
nent image and taking into account their photorealistic preference. The results derived correspond well
to those of Experiment 1, highlighting the importance of F1 to F3 in resolving photorealistic details. It
is also interesting to note the varying feature importance when viewing layout changes, i.e., two images
per slide. F1 (specular highlights) seems to be the dominant feature visualized on the left component
image for observers who thought it was the most photorealistic of the two. Conversely, for observers
who thought that the right image was more real, the dominant feature visualized was F2 (3D surface
details).

In order to quantify the differences in visual search behavior and reveal the feature states that
formed the underlying viewing strategy, a Markov transition matrix normalized by feature area was
computed [Dempere-Marco 2004]. Features F1–F5 were designated as the states for the Markov model,
as described in Section 2.5. Figure 9 illustrates the transition matrices for the same expert and naı̈ve
observers from Figure 8, while visualizing all 18 image pairs. For each feature, the probability of
transiting to the same or other features is denoted by the thickness of the arrows coming out of each node.
This reveals the weight in terms of transition probability with which different features are compared and
the contrastingly different behavior between the expert and naı̈ve observers. This figure also shows that
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(a) Expert Subject (b) Naïve Subject 

Fig. 9. Transition matrices for normalized fixation probabilities between features 1–5 for all pairwise images for (a) an expert

and (b) a naı̈ve observers. Self-pointing lines represent intrafeature transitions. The thickness of the arrows corresponds to the

interstate transition probability between image features and, hence, their significance when evaluating photorealism.

although the relative saliency (after normalization with feature abundance) of texture details (F4) is low,
it is used by both observers to ascertain the appearance of specular highlights and 3D surface/depth
details. For the naı̈ve observer, however, it seems that there is significant effort in differentiating
between surface texture details and other visual features, as evident from the high percentage pairwise
transition values at F4. This indirectly suggests the lack of experience of the observer and the underlying
reason of the visual search patterns, as shown in Figure 8.

3.4 Subjective Responses

At the end of session, each observer answered a questionnaire to describe what image aspects they
considered in their evaluation. Not surprisingly, for many users the questionnaire results were not
consistent with their visual behavior. This is because of the fact that many of the visual search tasks
were performed subconsciously, and postrecall of visual experience is not reliable. For example, 7/16
users denied considering edges in their evaluation of realism, but their fixation data revealed the
opposite. Furthermore, 8/16 of the observers stated in the questionnaire that a feature was impor-
tant or very important, however, they spent less than 50% of their fixations on that feature. Also,
5/16 observers said a feature was not of any importance, but they focused on it for more than 25%
of the time. This supports the hypothesis that subjective answers to questionnaires do not always
represent underlying visual attention and that eye tracking can be used to complement subjective
studies.

4. DISCUSSION AND CONCLUSIONS

Objective investigation of salient image features determining the level of perceived visual realism
is a crucial component for achieving photorealistic rendering. Current knowledge of the human visual
system has resulted in a number of techniques for improving the realism of displayed images. Moreover,
several image fidelity metrics have been developed for evaluating the quality of rendered images.
However, only certain aspects of the complex HVS are considered by these methods. By taking human
judgment into consideration, a number of psychophysics-based approaches were proposed to evaluate
the realism attained by different rendering techniques and determine salient features that make an
image perceived as realistic. Thus far, only simple scenes have been examined and many were under
constrained conditions.
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Visual perception is a complex experience and this paper describes the use of eye tracking to inves-
tigate the visual behavior of subjective inspection of complex scenes. Views from a video bronchoscopy
were used as the experimental stimuli, such that for each view, images with varying visual qualities
were generated. Images were presented to each observer for visual realism evaluation and two experi-
ments were conducted. In the first experiment, observers were asked to evaluate a number of images
with different visual quality presented one at a time. It was observed that all observers fixated on
image areas that correspond to meaningful contextual scene details, which helped the identification
of visually salient image features. In the second experiment, side-by-side image pairs were displayed
and observers were asked to pick the image closer to reality. It was noticed that the inspected image
features were similar to those in Experiment 1 and that different observer groups had different visual
behavior. The hypotheses that the different image categories were perceived with varying degrees of
visual realism and that the use of image-based rendering with detailed modeling of specular reflection
can improve the quality of visual realism were statistically supported. It should be noted, however,
that prior knowledge and preexisting behavior of the observers may have played a role in the visual
search behavior, which cannot be completely excluded. However, the task given in the experiments,
i.e., assessing visual realism rather than searching for specific lesions, has forced observers to look for
features that are most relevant to visual realism.

This study suggests that if important features can be identified, then the efficiency of existing ren-
dering techniques can be increased by allocating computational resources to features or regions of the
image that are mostly noticed by the viewers [Longhurst and Chalmers 2004]. For example, from the
current study, it can be seen that the viewers paid much visual attention to or around areas where
specular highlights were present and that the geometric details of edges/silhouettes were the second
most significant feature in determining visual realism. Once such visual factors are established, ren-
dering methods particularly targeting these factors can be developed. This paper presents a first study
aimed toward these objectives. The accuracy of the study can be further improved by using larger
number of poses. Additional results related to quantifying visual search behavior of naı̈ve and expert
observers can be attained by computing the combined transition matrices for both groups. Further work
investigating the relationship between individual image features and perceived realism is desirable.
This needs to provide more control over the stimuli to examine if quality degradation or exclusion of
some features result in different visual behavior or have an impact on the scoring of realism. Another
natural extension to the proposed study is to investigate salient features in dynamic scenes where
static images are replaced with video sequences. One of the major challenges for dynamic scene anal-
ysis, however, is that the scan path of the eye is influenced not only by spatial information but also
by temporal factors, such as velocity-dependent contrast sensitivity [Yee et al. 2001]. The effects of
these factors on higher-level perceptual tasks, such as evaluating visual realism, should be taken into
account.
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