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Comparing Signal Detection Between Novel
High-Luminance HDR and Standard
Medical LCD Displays
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Helge Seetzen

Abstract—DICOM specifies that digital data values should be
linearly mapped to just-noticable differences (JNDs) in luminance.
Increasing the number of JNDs available requires increasing the
display’s dynamic range. However, operating over too wide a range
may cause human observers to miss contrast in dark regions due to
adaptation to bright areas or, alternatively, miss edges in bright re-
gions due to scattering in the eye. Dolby Inc.’s high dynamic range
(HDR) LCD display has a maximum luminance over 2000 cd/m~;
bright enough to produce significant in-eye scatter. The display
combines a spatially variable backlight producing a low-resolution
8-bit “backlight image” with a high-resolution 8-bit LCD panel,
approximating a 16-bit greyscale display. Alternatively, by holding
the backlight constant at 800 cd/m?, a standard medical LCD dis-
play can be simulated.

We used two-alternative forced choice (2AFC) signal-detection
experiments to quantify display quality. We explored whether the
full-power HDR display’s optical characteristics (scattering and
low resolution backlight) have a negative effect on signal detection
in medical images compared with a standard LCD. We used 8-bit
test images derived from high-field MRI data combined with syn-
thetic targets and synthetic Rician noise.

We suggest signal detection performance with the HDR display
is comparable to a standard medical LCD.

Index Terms—High dynamic range, high luminicense, medical
studies, user studies.

1. INTRODUCTION

REYSCALE medical image displays rely on the ob-

server’s sensitivity to spatially varying luminance in
order to communicate a 2D array of digital values. Given
an liquid crystal display (LCD) display that can produce a
finite set of greyscale luminance values, the DICOM standard
formalizes a function for selecting the appropriate luminance
for each pixel to best represent some digital value in a medical
image [1]. The core principle behind the choices suggested by
the DICOM standard is that equal differences in digital values
should be represented by equal perceptual differences. Thus,
it proposes units of just-noticeable differences (JNDs) as the
perceptual equivalent of the digital data’s units. A mapping
between luminance and JNDs is established in the DICOM
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standard based on previous human experiments. Using this
relationship, one can convert digital values into luminances
by ensuring that equal steps in the digital domain are mapped
to equal steps in the JND space and determining the relevant
luminances from the desired JND values.

In practice, LCD-based displays can achieve a finite range
of luminances. The ratio of the maximum to minimum lumi-
nances is generally referred to as the display’s contrast ratio.
Further they have limited discrete luminance values inside this
range that are available for display. The base-2 logarithm of the
number of discrete luminance settings is called the display’s
greyscale bit depth. The difference between minimum and max-
imum luminance provides an upper limit on the number of INDs
that a human could perceive on a perfectly controllable display.
The bit depth determines how well we can approximate this
ideal display. Previous work has suggested that, for regular med-
ical displays with maximum and minimum luminances of ap-
proximately 900 cd/m? and 1.5 cd/m? respectively, there is little
value in producing monitors with more then 12-bit greyscale bit
depth [2].

Dolby has demonstrated a new high-dynamic range (HDR)
LCD-based technology that allows the minimum luminance of
the display to be zero, producing an effectively infinite contrast
ratio. Medical LCD displays normally use a uniform backlight
that provides approximately equal illumination to the back of
the LCD panel at every pixel. The LCD panel is then used to
filter this light. However, current LCD technology cannot block
all the light, even when the LCD is set to full black. Thus,
on a normal LCD the minimum luminance level is some value
greater than zero. The new Dolby display technology uses a spa-
tially variable backlight to illuminate a standard LCD panel. The
spatial variability of the backlight allows it be turned off com-
pletely in regions where the image should be black, making for
regions with effectively zero luminance. Furthermore, the Dolby
technology relies on high-power light-emitting diodes (LEDs)
for the backlight, making the maximum luminance of displays
in the thousands of cd/m?.

However, the Dolby HDR LCD also introduces some com-
promises compared to a standard LCD. The spatially variable
backlight system cannot be controlled individually at each
pixel in the image. Instead, a low-resolution array of white
backlight LEDs is used and the illumination behind the LCD at
any location is the sum of the contributions from all the LEDs
whose point spread functions (PSFs) extend to that location
(see Fig. 1). Thus, while the backlight LEDs each individually
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LCD panel LED array

Fig. 1. Dolby HDR display uses a standard LCD panel as a front plane and a
grid of LEDs to produce a spatially variable backlight. Each LED in the back-
light illuminates a region of the LCD panel defined by the LED elements’ point
spread functions. When operating as an HDR display, the backlight is varied to
increase the dynamic range of the display. For example, since the bottom region
of the example image is desired to be black, the LEDs behind this region would
be turned off to make the region truly black. Since there are fewer LEDs than
LCD pixels, in regions where there are more detail (like the top of the example
image), a low-resolution version of the data is projected from the LEDs and then
high-frequency spatial variations are added again via the LCD panel.

have 8-bits of luminance depth and the LCD panel also has 8-bit
of greyscale depth, the resulting display does not have 16 bit
of independent greyscale depth at every pixel. Instead, we have
an approximation to a 16-bit display where neighboring pixels’
luminance values are coarsely correlated. This correlation is
the result of the PSFs of the LEDs, where lighting one pixel
necessarily requires lighting the neighboring pixels as well.
However, for pixels that are sufficiently distant that the PSFs
of their respective backlight LEDs do not overlap, we have
complete decoupling and can independently vary these pixels
from true black (backlight off) to full brightness (backlight on
full-power) as illustrated in Fig. 1.

The low-resolution backlight is partially justified by the im-
perfect nature of the human optical system. In particular, light
scattering in the media of the eye causes bright regions to be
blurred [3]. This is commonly observed as a “blooming” or
“halo” effect where a bright region with a sharp edge abutting
a dark region will have a halo that extends over the edge. In
practice, this scattering-induced halo will be larger than the PSF
of the LEDs, meaning that the approximation artifacts from the
Dolby technology are less than the dominant source of error in
the human eye [4]. However, since this blooming effect can ob-
scure fine details and edges, it may be that there is still an ef-
fective upper limit on the brightness that is useful in medical
displays.

We were interested in determining whether the artifacts in-
troduced by the low-resolution Dolby backlight, combined with
the potential effect of scattered light, would impact the use of
these screens in a medical context. To this end, we have con-
ducted an experiment based on a two-alternative forced-choice
(2AFC) signal known exactly (SKE) signal-detection task. To
control the effects of the variable backlight and scattered light,
we tested the Dolby display in two configurations. In the first,
we made full use of the brightness and spatial variation available

from the backlight. In the second configuration we set the back-
light to be spatially uniform and produce a maximum display lu-
minance of 800 cd/m?; approximately the same luminance as a
high-end medical display. We then compared task performance
between these two conditions.

While the spatially variable backlight mode represents a
novel form of medical display, when in uniform backlight mode
the Dolby display becomes a standard LCD display. The Dolby
prototype screen we used employed an off-the-shelf LCD dis-
play panel; the only novel aspect of the display is the backlight.
While most uniformly backlit LCD displays rely on a small
light source and a diffuser to ensure uniform illumination, the
Dolby display in uniform backlight mode simply turns on all
the backlight LEDs to the same intensity, uniformly lighting the
rear of the panel due to the overlapping PSFs of the LEDs. By
choosing a uniform LED intensity that is comparable to current
medical displays, we can effectively simulate a medical-grade
LCD display.

We refer to our uniformly backlit LCD as a simulation of a
medical LCD display because our prototype’s resolution, while
suitable for our task, was not medical grade and we do not mean
to imply that our Dolby prototype has met the quality standards
demanded of true medical displays. However, given the focus
of our experiments, we feel this was an adequate exemplar of a
normal LCD. Additionally, the ability to switch the same display
from spatially variable backlight to uniform backlight mode al-
lowed us to control all the other possible confounding effects
that might occur if we compared two different pieces of hard-
ware. With our setup we use the same LCD panel and other
physical aspects of the display are constant across conditions,
ensuring that we really are able to test the effect of the increased
brightness and spatially variable backlight. We will interchange-
ably use the term “displays” (“standard LCD” or “HDR LCD”)
or “modes” (“uniform backlight” or “spatially variable back-
light,” respectively) when discussing the setup and results of our
experiments.

The display was not DICOM-calibrated in either backlight
condition. We instead used the native calibration functions of
the display. While the Dolby HDR system has ramifications in
terms of uniformity and calibration [5], and thus the useful bit
depth available if the display were DICOM calibrated, our goal
in these experiments was to explore the effects of veiling lumi-
nance and the Dolby HDR technology on the detection of fine
details. Due to this focus, we felt that using the native calibration
of the displays was acceptable for our task. Despite our choice
of experimental calibration, our experiment is motivated by the
DICOM calibration function in that, if we are to display more
perceivable shades of grey simultaneously on a medical display,
we will need greater dynamic range and higher bit-depth than
currently available in medical LCD hardware. Our interest in the
present experiment is whether the prototype Dolby HDR screen
we used exceeded an upper limit on the dynamic range that can
be usefully employed on a Dolby HDR display for a realistic
signal detection task. Such a limit, either resulting from the op-
tics of the eye or the approximations inherent in the Dolby HDR
technology, would then reduce the advantage in simultaneous
grey shades that a DICOM-calibrated HDR LCD display would
have over a traditional DICOM-calibrated LCD.
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In Section II we will describe the process used to produce our
stimulus images, provide a description of the 2AFC task that our
subjects performed, and provide more details about the display
and how we used it. In Section III we present and analyze the
results of our experiments, and discuss their implications for
use of the Dolby display. Finally, in Section IV we present our
conclusions.

II. METHODS AND MATERIALS

A. Stimulus Images

Our stimulus images were generated using a similar method-
ology to previous work on the evaluation of MRI reconstruction
[6]. Our goal in using anatomical MRI backgrounds was not
to simulate a realistic pathology, but instead to provide a real-
istic background that stimulates the contrast sensitivity of the
observer in the same way a real medical image would. This pro-
vides a visual distraction effect similar to that of real medical
images.

We began with several 16-bit magnitude-reconstructed 3D
inversion recovery head MRI volumes of healthy volunteers
acquired on a 3T Philips Gyroscan Intera scanner. The volumes
were sliced along the three major axes to produce a corpus
of full-head images. From the full-size images, 128x128
pixel images were constructed along the three major axes by
selecting 128x 128 pixel regions randomly from the full-size
images. Pixel values were then normalized to the range (0,1)
to ensure consistency between images. To verify that our small
images contained anatomy in the central part of the image,
we computed the average intensity in the central 64 x 64 pixel
sub image and ensured it was above 50% of the maximum
intensity—well above the value that would be expected for
pure noise. Images that were over the threshold were kept as
backgrounds.

Our backgrounds were randomly divided into target-present
and target-absent sets. Images in the target-present set were
summed with an anti-aliased circular target signal defined by
the function

b, iflle—2|| <w
b(l—|lz—z|4+w), fu<l|z-—2z|<l+w
0, otherwise

S(x) =

)]
where z is a 2D coordinate in image space, b is the amplitude
of the target signal, z is the index of the image center, ||-|| is
the Euclidean norm, and w is the radius of the feature. Location
coordinates z and z and radii w are specified in pixels. We set
w = 3 pixels which was approximately equivalent to a 6 mm
feature in the anatomy.

To simulate Rician-distributed thermal MRI noise [7] in
our target-present and target-absent images, we produced two
random samples from a Gaussian distribution A/ (0, o) for each
pixel in each of our synthetic images. Let B(z) be the intensity
of a given anatomical background image at location z, S(x)
be the intensity of the target signal at location z, and Q1 (x)
and Q2(x) be the two samples from the Gaussian distribution
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at location . We can then write the final target-present image
with simulated thermal noise as

—1/2

I(@) = [(B(z) + S(@) + Qu(®))” + Qs(2)’] )
and target-absent images are simulated with
I@) = [(B@) + @)’ + @@ .o

When adding signals and noise, we subdivided our im-
ages into four conditions representing four different target
contrast-to-noise ratios (CNRs). These four CNRs define
four different levels of contrast between the target and what-
ever anatomical background it was summed with, relative
to the noise power. Using the variables specified above,
these four conditions were (b = (1/20),0 = (3/40)),
(b = (1/12),0 = (3/40)), (b = (1/12),0 = (9/200)), and
(b= (5/36),0 = (9/200)) which give target CNRs of approx-
imately (2/3) ~ 0.667, (10/9) ~ 1.111, (50/27) ~ 1.852,
(250/81) ~ 3.086. Naturally, we expect that targets with lower
target CNRs will be harder to detect as they will blend in more
with the background.

It is important to distinguish these CNRs from the pixel SNRs
of the targets in the final images. The target pixel SNRs were
usually far higher than indicated by these target CNR values be-
cause the target’s intensity was summed with the intensity of
the underlying anatomical background. Of course, while sum-
ming the target with a bright background will increase pixel
SNR at these locations, we do not expect that this will improve
detectability. As noted before, the background is expected to
be a distracter. However, we highlight that the final pixel SNR
is substantially higher than the target CNR in order to assure
those familiar with peak SNRs in MRI data that we were not
producing synthetic data with unrealistically low SNRs.

Finally, we note that there is some real thermal noise already
present in our background images B(z). However, because of
the quality of the scans used, this real thermal noise’s variance
is far less than that of our simulated thermal noise, and thus we
do not expect it had any impact on the final results.

Once the signal and noise was added, the entire image corpus
was normalized so that the darkest pixel over all the images was
set to 0 and the brightest pixel over all the images was set to
255. Thus, most images spanned some slightly smaller range
of values. We then stored the final images as 8-bit values. An
example of one anatomical background in all four target-present
conditions is shown in Fig. 2.

Reducing our data to 8-bit values could be seen as missing
the point of using a high-contrast display. Having increased the
luminance range that the display can provide, we now have more
JNDs available and can thus afford to show more than 8 bits of
greyscale information simultaneously. Our reason for choosing
8-bit information as the final digital output for our experiment
stems from the fact that, at this point, we are interested only
in testing the effects of the Dolby display’s optical design and
brightness. Thus, by using 8-bit data we can ensure that our
images can be presented without further data reduction in both
of our display modes, which are described in a later section.
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Fig. 2. Example of one anatomical background in all four target-present con-
ditions. The target signal is the small circle visible just under the cortical folds,
in the center of the images. Note that, unlike what is depicted in this figure, in
our experiment any given background was used in only one target-CNR/noise-
power condition.

B. 2AFC Task

Signal-detection tasks have a long history in measuring the
quality of imaging systems, including the evaluation of med-
ical imaging modalities and image reconstruction algorithms
[6], [8]-[10]. Our particular experiment structure — the 2AFC
experiment — has also been used previously in the evaluation
of medical LCD displays [11].

Our seventeen volunteers were all non-radiologists with no
previous medical image reading experience. All subjects had
fully corrected vision and were graduate students or university
graduates. The age range (early-20s to mid-40s) was well below
the age significance threshold in the CIE General Disability
Glare Equation [3] indicating that the age variation should not be
a significant factor in the quantity of scatter in their eye, and thus
their perception of the “blooming” effect. Similarly, eye color of
the subjects was not an important factor as the experiment was
setup to have viewing angles smaller than the CIE threshold of
30 deg at which eye color becomes significant [3]. The entire ex-
periment was conducted in a fully darkened room, with the dis-
play being the only source of illumination. Subjects were seated
on-axis both vertically and horizontally with the display and ap-
proximately 1.4 m from the screen—approximately three times
the height of the display away from the screen as this is consid-
ered the optimal distance for HDTV viewing and our prototype
screen was based on a restricted region of an HDTV screen.

The display was shrouded in heavy black cloth to cover re-
flected light from the frame and ensure that participants saw
only the portion of the screen containing the interface. Inside
of this region, two images were displayed in a vertical orienta-
tion, with a gap between them in which we displayed the target
feature for the trial. Images and target features were scaled by a
factor of three to produce a 384 x384-pixel image and a target
with a radius of 10 pixels on the actual display. Each image

measured approximately 16.4 cm across and subtended approx-
imately 6.8° in the observers’ visual field. The target feature
in the center region was displayed on a black background with
amplitude defined by b, and thus varied from trial to trial de-
pending on the condition being presented. The target feature’s
displayed diameter was approximately 9 mm and subtended
0.37° in the observers’ visual field. This display method allowed
users to see the same contrast between the target and black back-
ground as they would see between the target and anatomy in
the candidate images. Note, however, that this means the am-
plitude of the target was substantially lower in the center region
than in the candidate images, since the target’s amplitude in the
target-present image would depend on the intensity of the un-
derlying anatomy. We felt that presenting the target’s contrast
was more important than its absolute intensity, since the inten-
sity would depend substantially on which image it was summed
with, while the target CNR, and thus contrast, was the exper-
imental variable being held constant across all trials in each
condition.

In each trial the two images were chosen from the same
target amplitude and noise power condition so that one was
target-present and the other target-absent. Due to the large
number of images produced from our subsampling described
in Section II-A, and the fact that our images were being chosen
without replacement, we treated this process as independent
sampling from paired target-present and target-absent distri-
butions, as is common in 2AFC experiments [6], [11]-[13].
In our experiment, the distributions in the pair were defined
by the target amplitude, the noise power, and the backlight
mode being chosen, giving a total of 8 distribution-pairs (4
target-CNR/noise-power combinations and two display modes).
Note that this means different images were used in each of
the target-CNR/noise-power conditions and so every trial on a
given display was independently generated and observers saw
4 (conditions) x 32 (trials) X 2 (target-present/-absent) = 256
different backgrounds on each display.

Subjects were told that, if the target was present in an image,
the circular target would sum with the background to make the
region brighter. They were then directed to compare both im-
ages with the target feature displayed in the center of the screen
and select their best guess for which of the two images was
target-present. To ensure that there was no confusion about the
location of the target, we superimposed cross hairs on the im-
ages. These cross hairs could be toggled on and off by the users
so that visual distraction could be minimized when desired. The
interface is illustrated in Fig. 3. Since the users were shown both
the target and where it would be located if it were added, this is
a 2AFC SKE task.

Users were given 10 minutes of training in the darkened
room in order to allow for eye adaptation to the lighting con-
ditions. Users were then shown the display configured either
in uniform or spatially variable backlight mode (odd-num-
bered subjects saw the spatially varying backlit display first,
even-numbered subjects were initially presented with the uni-
formly backlit display). The subjects were asked to perform
the task for 128 image pairs (32 images in each of the four
target-CNR/noise-power conditions). The display was then
toggled into the opposite mode and the same 128 image pairs
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Fig. 3. Example of the 540X 1080 pixel user interface. In this image cross hairs
have been turned on to reduce localization errors. The target feature is located
in the top image in the center of the cross hairs.

were repeated. In each of the two display conditions the order
of the image pairs was randomized for every subject.

C. Dolby Display

The display we used in our experiment was a prototype
Dolby display that was shrouded to produce a portrait-shaped
visible region with a resolution of 540 x 1080 pixels. The
display consisted of an 8-bit color LCD panel (Chi Mei
V370H1-LO01) backlit by an array of 377 white LEDs, each
with 8-bits of luminance control. The LEDs were laid out in a
hexagonal grid such that each of the images in the experimental
interface were illuminated by approximately 110 LEDs, with
the remaining 157 LEDs located such that they illuminated the
space between the images where the target was displayed or
around the periphery of the interface.

Using this setup we can produce a normal, uniformly backlit
LCD-based display by simply turning all the LEDs on to the
same drive level and using only the LCD panel to modulate the
brightness of the display at each pixel. In this case contrast is
limited to that produced by LCD panel alone. However, to make
full use of the Dolby display, we need to vary the drive levels of
the LEDs to produce a spatially varying backlight. Every LED
in the backlight, and each pixel in the LCD have 8 bits of dy-
namic range available. However, as discussed in our description
of the simulated images, our input data was encoded in 8-bits as
well. We have used the in-house algorithms developed by Dolby
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to calculate the desired 8-bit LED and LCD drive levels from
the 8-bit input image [14]. The basic principle though, is that
the LEDs display a low-frequency image derived from the 8-bit
input and the LCD is used to display a high-frequency correction
to the LEDs [15]. This idea is illustrated in Fig. 4. Comparisons
of the actual luminance output of the display and the observed
luminance are discussed with figures in [4].

In our experiments, we were interested in comparing the
Dolby HDR LCD display to a standard medical LCD display.
As noted above, if we simply set the backlight LCD grid to
all be the same intensity, our display is then the same as any
other regular LCD. In the uniformly backlit mode we no longer
need to calculate an LED drive image from the data, since
the LEDs are fixed. Similarly, we no longer need to use the
LCD panel to correct for errors caused by the low resolution
backlight, but instead send the original 8-bit image to the LCD,
just as we would with any other LCD display. We can then
simulate a medical LCD display by simply choosing an LED
backlight intensity comparable to that of a medical display.
Thus our experiments compared the same LCD panel being lit
two different ways: the spatially variable and high-luminance
Dolby HDR backlighting representing the novel condition, and
a standard uniform backlight representing the current LCD
display configurations used in medicine.

Although this uniform-backlight configuration is a standard
LCD display (albeit one with an overbuilt backlight), we refer
to it as a simulation of a medical display. As noted before, we
use this terminology because we do not mean to imply that our
LCD panel would meet the standards normally expected of the
ones used in a medical LCD display. However, for the purposes
of our experiment, with our emphasis primarily on the effects of
variable and high-luminance backlighting, we believe our LCD
panel did not reduce the applicability of our results.

To measure the luminance of the display in each of the con-
ditions we used a region the size of one of the images used in
our 2AFC task. We recorded the luminance at the center of the
image region as the digital drive level was increased in steps of
5. The choice of using a region of this size instead of varying
the drive level of the whole screen is based on the nature of
the backlight employed. The spatially variable backlight system
is affected both by a limit on the power the system can safely
draw and the fact that the brightest possible luminance value
the screen can produce results from summing the overlapping
light emissions of neighboring LEDs. Given the nature of the
system, we felt the most realistic description of display lumi-
nance for our task was to vary an “image” of the same size as
our data from minimum digital drive level to maximum. The re-
sults of these measurements are plotted in Fig. 5.

As seen in Fig. 5, the maximum luminance of the display
when in the uniform backlight mode was approximately the
same as in a medical-grade LCD display. Luminance varied
from 780 cd/m? to 0.706 cd/m?, giving a contrast ratio of ap-
proximately 1100:1. Although the display had dynamic range
similar to a medical grade LCD display, our prototype display
was lacking substantially in resolution. However, since we
were displaying only 128 x 128-pixel images, the resolution
constraint did not affect our simulation of a uniformly backlit
medical LCD display.
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Fig. 4. Three examples of the LCD drive levels and LED backlight luminance illustrating the interaction between these two layers when using the Dolby HDR
variable backlight algorithm and hardware. The top row shows the 540 x 540 pixel, 8-bit input images that we wish to display — in uniform backlight mode this
8-bit data is simply sent directly as the LCD drive levels and the LED backlight luminance is uniform. The left image contains a 384 x 384 pixel solid white square,
the center image is an example of our 2AFC target on a black background, the right image is a target-present example from our experimental set. The bottom row
plots 8-bit input values (solid grey line), 8-bit LCD drive levels in variable backlight mode (dashed line), and LED backlight luminance in variable backlight mode
(solid black line) along the centermost row in each of the images, running through the center of the target feature. 8-bit input images and 8-bit LCD drive values are
plotted from 0-255, as shown on the left. LED backlight luminance profiles were computed based on a model using the known PSF of the LEDs and normalized so
that the peak of the PSF for a single LED is 1. Since the PSFs overlap for neighboring LEDs, the total backlight luminance can be higher than one, and thus these
profiles are plotted from 0-2.5, as shown on the right. In our experiments, the peak of the PSF (1 on the presented scale) was approximately equal to luminance of
950 cd/m? when in variable backlight mode. Note that in the center column, because there is not an LED backlight directly under the target feature, the LCD must
compensate for the PSF of the nearest LED to provide equal luminance output across the target.

2200 Despite the similarities between the Dolby display and film
2000 / (refer to Fig. 5) there is a significant deviation from the perfor-
, mance of film when the Dolby display attempts to show high-
1800 // contrast edges. Edges going from full white to full black in the
1600 S digital data cannot be physically produced by the display. To un-
— , derstand this, note that essentially the same amount of backlight
NEMOO / is shone on two neighboring pixels as the PSFs of the LEDs are
£1200 2 far wider than two pixels. Thus, in order to go from full white to
g 1000 J full black in the display would require the LCD to block all the
g 200 light from the backlight. Of course, if this were feasible there
2 / / would be no need for spatially variable backlights in the first
600 py r place, and so we might suspect that the Dolby display is not

400 / useful for medical images that contain many edges.
200 S / However, as we noted previously, a great deal of scattering
‘,//’/ occurs in the eye when observing bright objects [3]. This scat-

0 _—

tering causes neighboring regions to appear brighter than they

31 63 95 127 159 191 223 255

digital drive level

Fig. 5. Luminance of the display in uniform (solid) and spatially variable
(dashed) backlight modes for each digital drive level.

In comparison to the uniform backlight mode, the spatially
variable backlight mode allows effectively infinite contrast, with
luminance varying from O to a maximum of 2140 cd/m?. In
this respect, the performance of the Dolby display with spatially
varying backlight resembles the dynamic range associated with
film displayed on light boxes.

actually are, regardless of the light emitted by the display in the
dark regions. This effect is known under many names; blooming,
veiling luminance, and disability glare are the more common.
Based on calculations of this effect, the Dolby display is setup
such that the scattering in the eye will produce a “halo” around
bright regions that is larger than the mismatch caused by the
PSF of the LED backlights [4]. Thus, the display’s imperfect
ability to represent high-contrast edges can be disregarded as
the errors in the display are usually subsumed by the errors in
the observer’s eye.

In fact, we expect that the same scatter effect would occur
for observers of film on light boxes as well. The range of lu-
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Fig. 6. Tufte-style box and whiskers plots of the first, second, and third quartiles and the minimum and maximum outliers of subject percentage correct in each of
the 8 possible conditions (4 combinations of target and noise power, and two choices of backlight mode). The plot is divided into two halves. The left half shows
results for the Dolby spatially variable backlight. The right half shows results for the uniform backlight. Each shape represents the median of the percentage correct
in one target/noise power configuration. The innermost point of the vertical bars extending from the shape represent the first and third quartiles of the percentage
correct, over all the subjects. The outermost point of the vertical bars represent the minimum or maximum outlier.

minance available on mammography light boxes provides ap-
proximately four orders of dynamic range [16], which suggests
that sharp edges on these displays should be equally obscured
by scatter in the eye. However, while these effects have appar-
ently not been a substantial detriment to film reading, we felt
it was possible that the combined effects of in-eye scatter and
approximation artifacts induced by the prototype Dolby display
would be different and detrimental to signal detection, necessi-
tating our present evaluation.

Another deviation from normal medical displays in our
experiments involved the function from digital drive levels
to luminance, which we refer to as the luminance calibration
function. In our experiments we decided to use the native
relationship between digital drive and luminance, instead of the
more standard DICOM luminance calibration function. One
reason for this choice is that it is unclear how a display using
the Dolby system can be made to comply with the DICOM
standard, given that the available range of luminance available
at any pixel is dependent on the luminance of the neighboring
pixels. In fact, this problem holds for any attempt to calibrate
the display. If we used a luminance calibration function that
linearized the measured values when we used the full-sized
square image, we would almost certainly end up with highly
nonlinear response in regions of medical images.

As we were interested mostly in the veiling luminance due
to scatter and the approximations being made by the Dolby
variable backlight system, we felt that the luminance calibra-
tion function was not likely to be a significant contributor to
error between displays as long as it was of a reasonable shape.
Ideally we would pick some calibration standard (e.g., lumi-
nance-linear, DICOM) and ensure both backlight modes were
consistently calibrated. However, since it was unclear how to
usefully calibrate the variable backlight mode, we could not
setup such equivalent environments. Instead, we left the display
with its default luminance calibration function and, having mea-
sured the display and viewed many images on it, were satisfied
that it provided a usable display for our experiments. Regard-
less, if we found significant veiling effects in the variable-back-
light mode, we could be assured these effects would occur if
we were to approximately DICOM calibrate the monitor, as

they result from the maximum luminance being displayed near
darker regions, which would still occur under any reasonable
calibration.

III. RESULTS AND DISCUSSION

We have plotted the first, second, and third quartiles of the
subjects’ percentage correct choices in Fig. 6. While Fig. 6 is
useful for illustrating the variability across readers in our exper-
iment, we were most interested in determining whether the two
display systems were equivalent for our task. In the remainder
of this section we present our analysis of these results using the
methods presented by Gallas ef al. [17] to compute the neces-
sary values for paired t-tests of our hypotheses.

A. Means and Variances of Percentage Correct

As a first step towards this goal we computed the mean per-
centage correct for each of the two displays and the mean dif-
ference in percentage correct between the two displays in each
of the four target/noise power conditions. Since our study uses
a fully crossed design where all readers saw every case, we can
safely compute our average percentage correct across all readers
and cases in a given display and condition as [17]

Fd\,c = <3r,d,c(i)| d7 C> (4)

where s, 4 c(;) is a binary-valued function with 1 for a correct
choice and O for an incorrect choice when the rth subject looked
at the sth image selected from the set of images with target/noise
power condition c using display d. We use ¢(%) to accentuate the
fact that the 2th image in one target/noise power condition is not
the same as the sth image in the other three conditions. Inside
of a given condition images are i.i.d. while between conditions
images are merely assumed to be independent. We use the nota-
tion (8, 4.c(s)|d, ¢) to indicate that we are taking the mean over
¢ and 7 with d and ¢ held fixed.

The mean difference in percentage correct between the two
displays is then very similar

—

PC = <81’,d,,,c(i) - 81’,d,‘,,c(i)

c), (&)
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TABLE I
MEAN PERCENTAGE CORRECT VALUES
Spatially . .
Variable Uniform | Difference
_ 1 _ 3
b=355.0=5 55.7 57.7 -2.0
_ 1 _ 3
b=15,0=75 62.1 62.3 -0.2
_ 1 _ 9
b=15,0= 355 69.7 74.4 -4.8
_ 5 _ 9
b=55,0= 555 93.0 92.6 04
All 70.1 71.8 —1.7

TABLE II

VARIANCE OF PERCENTAGE CORRECT VALUES

Spatially

Variable Uniform | Covariance
b=g5.0=3 21.4 23.2 19.5
b=2%.0=3 25.8 18.9 21.1
b=15.0=1505 | 242 22.2 21.4
b= 2%, 0= 305 3.9 5.0 3.5
All 4.6 44 4.2
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where d,, indicates the spatially variable backlight and d,, indi-
cates the uniform backlight, which are treated as constants and
thus not varied in taking the means.

While we are interested in the performance of the human ob-
servers when viewing the displays in each of the four target-
CNR/noise-power conditions, we are also interested in observer
performance aggregated over all the conditions. Following the
previous notation, the mean performance viewing display d is
then

?d = <sr,d,c(i)| d> (6)
and the mean difference between the displays is
ﬁ = <S'r,dv,c(i) - S'r‘,du,c(i)> (7)

The values we computed for these variables from our exper-
imental data are shown in Table I.

We also need to compute the variances of these values. The
covariance of the percentage correct of displays d; and ds,
with the target-CNR/noise-power condition held constant at ¢
is given by [17] and [18], as shown in (8) at the bottom of the
page, where we have slightly modified the notation of Gallas
et al. and define

1
tTwN ©
(N; —1)
ks = (N.N)) (10)
— (NT - 1)
ks = (N, V) 1D
s = [(N: —1)(Ni —1) — N, Ni] (12)

(NrNi)

with NV, being the number of subjects and N; being the number
of images displayed in one of the four target/noise power condi-
tions. In ourdata V,, = 17 and N; = 32. When d; = d» we have
the variance of a single display while when d; is the uniformly

backlit display and ds is the spatially variable backlit display (or
vice versa) we have the covariance of the two displays.

In computing these covariance estimates we use unbiased es-
timators of the various means, following the example of Gallas
etal [17]:

<37’ dy,c(2) rdz,c(i) d276>

Sr.dy,c(i)Sr,da,e(i) (13)
S
<<Sr,d1.,c(i)|7'-,d170><8Td2 (i) |T d2,0>|d17d27c>
N, N; N;
NN _1 ZZZ ’I’(l],(’(T sz,(‘(L) (14)
r=14i=1 ¢ #i
<<Sr,d1,6(i)| d17C7i> <S’I"d2 C )| d27c,i>| d17d27c>
N, N, N;
NN »—1) Zzzr‘ih )51’ ds e (i) (15)

r=1r/#ri=1

<sr,d1,c(i) | dl; C> <3r,d2,c(i) | d27 C>

1
NT(NT 1) ( - 1)
N, N; N, N;

(16)

X Z Z Zsr dy,c(i)Sr! da,c(i’) -

r=1i4i=1r'#ri#i

While we are interested in comparing the performance of the
two displays in the individual target CNR/noise power condi-
tions, we are also interested in whether the two displays were
equivalent over the aggregate of all the conditions. The mean
response aggregated across all four conditions is just the mean
of the four individual conditions’ mean responses. In Appendix,
we demonstrate how estimators of the form suggested by Gallas
can be used to produce variance and covariance estimates for the
aggregated data of all conditions.

The results of performing the variance and covariance com-
putations on our experimental data, both in each condition in-
dividually and on the aggregate of all conditions, are shown in
Table II.

Vay e = k1 (Sr.dy c(i)Srda,e(i)| d1: das €) + ks { {sr.a, ey | 72 d1€) (Spas, c(i)l r,da,c)| dy,dz, c)

kc') < <ST,d1,n(i) d17 c, Z> <ST,d2,n(i)

dy, c,i)| dy, dy, c) + ks ( Sy, e

®)

€) (Srda,e(i)| d2:€)
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TABLE IIT
t-VALUES, 95% CONFIDENCE INTERVALS OF MEAN DIFFERENCE
PERCENTAGE CORRECT, AND PROBABILITY OF OBSERVED
RESULTS UNDER NULL HYPOTHESIS

0.05 0.05
t | 1% | cr®%® |
b=g5.0=2 | 08 | -6.66 261 | 0392
b=35.0=2 | 012 | -328 291 0.907
b=15.0=1505 | 248 | -857 099 | 0.014
b=, 0=1505 | 027 | -230 303 | 0.786
All 215 | 314 -0.15 | 0.031

B. Hypothesis Tests

In each of the four target/noise conditions we are interested
in testing two hypotheses. First, we would like to test whether
the simulated medical LCD display (uniform backlight mode)
and the Dolby HDR LCD display (spatially variable backlight
mode) are significantly different. Secondly, we would like to
test if they are significantly equivalent. The structure of our
experiments naturally admits the use of ¢-tests under the as-
sumption that the mean differences between displays are nor-
mally distributed in each target/noise condition. The difference
test will use the standard paired ¢-test for difference of means
while the equivalence of means test will be made using the
two-one-sided-test (TOST) on the means.

1) Test of Difference: We first test for difference in the means
of the percentage correct between the two display modes. Since
we do not know a priori that one backlight mode will be superior
to the other, we use mean-centered confidence intervals for each
target-CNR/noise-power condition computed via

CI =P+ Ty_ojo(N,N; — 1)
X\ Vs dyc + Vau,duse — 2Vay dy.e (17)

where T _, /2(N,-N; — 1) is the 1 — /2 quantile of Student’s ¢
distribution with N,.N; — 1 degrees of freedom and « is the de-
sired confidence level of the interval. To compute the confidence
interval for the display difference aggregated over all the condi-
tions, we replace 7' _ /2 (N, N;—1) with Th _ o j2( NN, N; —1)
and the condition-specific mean and variance estimates with the
condition-aggregated estimates described above.

o1 <o< CI_(f‘) we cannot reject the null hypothesis
that the two means are identical at p = «. If the interval does not
overlap zero, then we can reject the null hypothesis at p = «.
Alternatively we can compute the two-sided p-values from the
t-value of the measured data and the ¢ distribution and compare
them with «. The calculated value of the ¢ statistic, the 95%
confidence interval, and the equivalent p-values calculated from
the measurements in each condition and in the aggregate of all
conditions are shown in Table III.

In cases where the mean-centered confidence intervals en-
close zero (the first, second, and fourth target-CNR/noise-power
conditions), we cannot reject the null hypothesis, and thus we
do not have statistically significant difference at p = 0.05. We
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TABLE IV
10% EQUIVALENCE BOUNDS, ZERO-CENTERED 95% CONFIDENCE INTERVALS
OF MEAN DIFFERENCE PERCENTAGE CORRECT VALUES, AND PROBABILITY OF
OBSERVED RESULTS UNDER NULL HYPOTHESES

10% Bounds | C10$°%% | pat 10%
b=55.0= 4 +5.77 +5.92 | 5.69 x 1072
b=15.0=2 +6.23 +3.11 | 9.52x107°
b=15.0 =305 +7.44 +7.96 | 8.38 x 1072
b=, 0= 1505 +9.26 +2.76 | 6.51 x 10711
All +7.18 +2.92 | 9.82x 10713

do have a statistically significant difference between the dis-
plays in the third condition and in the aggregate of all condi-
tions. However, these differences, while statistically significant,
may not be practically significant, which leads us to our tests of
equivalence.

2) Test of Equivalence: Although we have shown that there
are some statistically significant differences, we must now test
if our displays are statistically equivalent. As in all equivalance
tests, the TOST suggests that we define some bound on the dif-
ference between displays inside of which we will declare them
equal for practical purposes. Standard approaches to choosing
this include appeals to domain-specific knowledge in the field
being tested or accepting an error of less than 10% (some au-
thors suggest 20%) of the mean of the reference condition (in
our case the uniform backlight) [19], [20]. Since we have no
domain-specific knowledge for this test that allows us to define
meaningful bounds, we will compute the 10% bounds for the
four conditions from the uniform backlight mean in Table I, as
shown in Table IV.

Using the TOST procedure, we conclude that the means are
statistically significantly equivalent if the entire confidence in-
terval falls within the stated equivalence bounds [21]. To per-
form this test, we use zero-centered confidence intervals in order
to minimize the probability of erroneously accepting the null hy-
pothesis when it is actually false (i.e., accepting that the displays
are not equivalent when in fact they are) [21]. For the ¢ distribu-
tion, zero-centered confidence intervals are constructed via

CI10%") = Po £ Ty, (N, N; = 1)\/Vay o + Va, o — 2Ve, (18)

where ¢y and ¢_ are chosen so that the integral of Stu-
dents’ ¢ distribution from g_ to ¢y equals 1 — a where « is
the desired confidence level and T,, (N, N; — 1) is the ¢+
quantile of Student’s ¢ distribution with N,.N; — 1 degrees
of freedom. However, unlike in the mean-centered intervals
above, we chose different g and ¢4 values such that the
resulting confidence interval bounds are symmetric around O
(.e., CIOS?) = —CIO(_”)). As with the mean-centered inter-
vals, zero-centered confidence intervals for the aggregate of all
conditions are produced by replacing the degrees of freedom in
the ¢ distribution with N.N,.N; — 1 and the condition-specific
mean and variance estimates with their aggregate equivalents.
The zero-centered 95% confidence intervals’ extrema
are given in Table IV along with the p-value of the TOST
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equivalence test. Comparing the defined equivalence bounds
(first column) with the calculated confidence intervals (second
column) in Table IV, we see that we have statistically significant
equivalence in the second and fourth target-CNR/noise-power
conditions as well as in the aggregate case.

C. Discussion

Based on the means and variances we computed, our ¢-tests
have demonstrated detectable differences between the displays
in one of the target-CNR/noise-power conditions and in the ag-
gregate. We have also been able to show statistically significant
equivalence in two of our target-CNR/noise-power conditions
and in the aggregate of all conditions, using the 10% bound
that is normally considered reasonable in other disciplines. The
equivalence of the displays in the highest target CNR condi-
tion is not surprising, since our subjects were able to choose the
target-present image correctly in almost every trial. However,
the equivalence in the aggregate of all conditions is important as
this is the test that most clearly addresses our original question:
is the Dolby HDR LCD display equivalent to a standard LCD
for viewing images? The aggregate test includes measurements
for images whose detection difficulty ranged from very hard to
very easy, and, considering this whole range, the two displays
were significantly equivalent according to our test.

We note that it is possible that with the addition of more
subjects and/or cases per subject we might also find signifi-
cant differences in more of the conditions. However, this does
not negate our finding of significant equivalence. Statistically
significant differences can co-exist with statistically significant
equivalence because our definition of equivalence relies on a
bound on differences. As long as we can be significantly confi-
dent that our differences lie within this bound, then we are as-
serting that whatever small differences exist between the dis-
plays are not large enough to have a practical effect.

IV. CONCLUSION

We have presented a 2AFC SKE experiment for the explo-
ration of the Dolby spatially variable backlight technology in
medical LCD displays. We compared the Dolby HDR LCD dis-
play to the same LCD panel illuminated as it would be in a
normal medical LCD display. The use of real MRI data as back-
grounds ensured that our experiment used images with realistic
contrast and structure. Our targets and noise power were chosen
to cover the full range of difficulties from forcing users to es-
sentially guess to making the task almost obvious. By using the
same display with a spatially uniform backlight as a simula-
tion of a medical-grade LCD we have kept the hardware-related
variables consistent and minimized the number of possible con-
founds in our experiment’s design.

The results of our experiment suggest that the detection of
small, low-contrast features in complicated, high-contrast back-
grounds on LCD displays using the high-luminance, spatially
varying backlight is equivalent to the same task on a lower-lu-
minance, uniformly backlit LCD. This result confirms our sus-
picion, based on the years of clinical experience with film light

boxes, that the veiling luminance caused by scatter in the ob-
servers’ eyes would not be a substantial impediment to signal
detection. Additionally, our results indicate that the use of the
approximations introduced by the low-resolution LED backlight
display are not detrimental to signal detection in this context.
More generally, we suggest that the displays with the Dolby spa-
tially variable backlight system are useful platforms for further
study of high-contrast displays in medical imaging. However,
the development of a method for DICOM calibration will be
an essential prerequisite to performing further validation studies
using real medical data.

We also suggest that further experiments are needed to verify
that veiling luminance is not a substantial impediment to de-
tection. Despite the long-standing use of film light boxes with
dynamic range sufficient to induce veiling luminance via scatter
in the eye, we are still concerned that this effect may play a role
in hiding small, low-contrast lesions. To thoroughly test this hy-
pothesis, detection experiments like this one could be run with
the low-contrast target being located in regions calculated to be
obscured by veiling glare based on a model of the display and
the veiling luminance effect [3].

APPENDIX
VARIANCE OF AGGREGATED CONDITION DATA

To produce an estimate of the covariance between displays d;
and do aggregated over all target CNR/noise power conditions,
we begin by noting that

Vaar = (P Par| du, o) = ( Pay | dn) (Par | do) - (19)
and

L N. N, N,
<Pd1Pd2 d17d2> (NNN <(;;;srdlcz>

N. N, N;
X <Z Z Z Sr,dg,c(i)) d17 d2> .
c=1r=1i=1

(20)

We expand the second moment and square of the mean, noting
that s, g c(;) is i.i.d. for all 7 and 7 when d and c are fixed, to
produce an equation similar to that in Gallas ez al. [17], as shown
in (21) at the top of the next page, and

(i) {7l )

N,

1
= m (Z <S7’,(11,(‘('i)

¢ c=1

C> <87’,(lg,n(i) d27 C>

N. N.
+ Z Z (Srdye()| d1,€) (Srdy.eriy| das )

c=1 c'#c
(22)

If we substitute these two equations back into (19), we can
further simplify, using the previous definition of Vg, 4, . to pro-
duce (23), shown at the top of the next page.

We have used our notation to accentuate the important point
that <sr,d1 e(i)Srds e (i) |75 1, dv, da, ¢, c’> involves the same rth
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N, N,
1 c .
<P‘“P“2 d, d2> ~(N.N, N, )? [N N; (Srdy (i) Srodse(iy | A1, d2, €) + NoNy(N; — 1); ((Srayeiy| 2 ds )
Ne
X ( Spdy,e(i)| 75 d1, do, )| dy,do, c) + N (N, — 1)N; Z (( Sy e(i c)
Ne
X < sr,dz,c(i)| i, d27 C>| d17 d27 C> + N’I‘(N’l‘ - 1)N1(Nz - 1) Z <8r,d1,c(i)| d17 C>
c=1
N. N, N, N;
X <3r,d2,c(i) | d27 C> + Z Z Z Z <3r,d1 ,c(i)sr,dz,c’(i)l T, 1, d17 d27 c, C,>
c=1 c'#cr=11=1
N. N. N, N; N;
+ Z <sr,d1,c(i)5r,d2,c’(i’ ) .7 ./7 d27 ¢, cl>
e=1c/#cr=1i=1i'#£i
N. N. N, N, N;
+ <3r,d1,c(i)5r’,d2,c’(i)| r, TI7 i d17 d27 c, cl>
c=1c'#cr=1r'#4ri=1
N. N. N, N, N; N;
+ <3r,d1,c(i) X Sr’,dg,c’(i’)l r, rl77;7i/7d17d27c7cl> (21)
c=1c'#er=1r'#r i=1 i’ #i
ZNF v N. N. N,. N;
= dy,ds,c
e (NN e % |22 2 2D (e nan | o o, )
c c=1c'#cr=11=1
N. N. N, N; N;
+ <Srd1 c(@) X Srda,c’ (i) d17d27c C>
c=1c'#cr=11=11i'#i
N. N. N, N, N;
+ Z<7‘d1,(‘() X Srr dg,c’ (4) TT 7d17d27c7c/>
c=1c'#er=1r'#ri=1
N. N. N. N. N; N;
+ ZZ <8r,d1,c(i) X Syt dy,e! (i ’ I7i7il7d17d27ca cl>
c=1c'#er=1r'#ri=11i#i
1 N. N,
- F <5r,d1,c(i) d17 C> <Sr,d2,c’(i) d27 cl> - (23)
[
c=1c'#c
subject in both measurements but different images because each To produce an unbiased estimate of Vy, 4,, we then use

condition ¢ and ¢’ had its own images that were indexed with i.
Thus, the distribution of s;. 4, c(i)Sr,d,,c' (i) does not depend on
whether 7 = ¢’ or not. Further the images in each condition are

i.i.d. as long as d1, ds, ¢, and ¢’ are fixed. Combining this with <5r,d1,c(i)5r da e’ (i) |d1, d2, c, CI>
the fact that the distributions do not depend on the particular r, N, Ni N;
we can simplify this to N2 Z Z Z Sr.dy (i) Srdy ! (i7) (25)

4 v or=1li=14=1
Vd a = Zc:l ledeaC + 1
1,42 NCZ NCQNT

<S7‘,d1,c('i) |d17 C> <S7‘,dz c’ (i) |d27 c >
N, N, N, N;

4 4
Z Z (8r.dy (i) Srdo ()] d1, d2, €, ¢) N N,(N, —1)N? Z Z Z Z S, e(i) Srsda ! (i)

Uor=lri#ri=1i'=1

c=1c'#c
L . (26)
=20 D (et ldas €) (sras iy ld2 )
c=1c'#c As in the fixed-condition case, the variance of a single display

(24)  is estimated by setting dy = ds.
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