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Use of Transputers in a 3-D Positron Emission 
Tomograph 

M. Stella Atkins, Donald Murray, and Ronald Harrop, Member, IEEE 

Abstract-The use of a VME-based transputer network as a 
parallel processing engine for positron volume imaging is dis- 
cussed. We find that the speedups of parallel networks depend 
on two major factors: the ratio of computation to communica- 
tion for a task, and the size of the task, and we give a simple 
model to explore the limits to speedups. Through actual imple- 
mentation we show that real-time PVI data acquisition can be 
achieved with about 20 transputer nodes, and we estimate that 
3-D image reconstruction can be achieved within 10 min using 
200 nodes. Larger images and a larger number of histograms 
can readily be accommodated using the same parallel algo- 
rithms as our model places no limits to the size of the images. 
The versatility and scalability of transputers makes them very 
suitable for use in PVI tomographs in that the same transputers 
can be used for speeding up data acquisition, image reconstruc- 
tion, and display. 

I. INTRODUCTION 
N the new positron volume imaging (PVI) tomographs, I considerable computation power and communication 

bandwidth are required to acquire, reconstruct, and dis- 
play data for true 3-D images. 

First, the raw events must be acquired and prepro- 
cessed in real time, to permit data compaction and to his- 
togram the events as the first phase of image reconstruc- 
tion. This requires a sustained performance of about 18- 
20 MFlops [ 11. In 2-D tomographs, special-purpose hard- 
ware is used to sort the 2-D data into histograms, but for 
PVI the data acquisition should be flexible enough to ac- 
commodate different 3-D reconstruction algorithms so a 
software-based system is more suitable. 

Second, compute-intensive image reconstruction algo- 
rithms using the resulting histograms must reconstruct the 
data into a 3-D image array. Algorithms for 3-D recon- 
struction of PET images are still being actively researched 
[2]-[9]. We are experimenting with suitable sample sizes 
and filters, as well as with the basic algorithm (X-ray or 
Radon-plane based) and with scatter correction tech- 
niques [ 101. We find that computer memory constraints 
still dictate the sampling intervals and image size, and 
although computer memory is becoming cheaper, we will 
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probably always need more, for, as the resolution of de- 
tectors becomes finer, finer sampling will be required. We 
also find that although computing power is increasing (the 
new Intel 80860 chip can operate at a sustained 40 
MFlops) , the computing requirements are increasing 
faster-for 3-D image reconstruction in 5 min, we esti- 
mate at least 400 MFlops are required, since using our 
algorithm [8] without any scatter correction, it takes 
around 90 000 s on a 1 MFlop machine to reconstruct a 
3-D image from a file of data. We therefore take the ap- 
proach that a 3-D tomograph must have a flexible system 
structure, so that the software can exploit new and future 
hardware such as fast chips and buses as they are in- 
vented. 

Third, the 3-D image array must be displayed for the 
end-user. Ideally the image can be rotated, segmented, 
and sliced in arbitrary directions in real-time, requiring 
much IiO and computing power. 

One approach is to have a single processor with the 
desired performance, but it does not scale and is expen- 
sive. We choose to use many smaller processors working 
together [ 13, [ 111, [ 121. This maintains the flexibility of 
software control and scalability while at the same time 
being reasonably priced. Two classes of processors are 
used: a single controller processor ( C P )  which controls 
the data flow, and multiple transformation processors 
(TP’s) which perform the actual data processing. In this 
way, real-time performance can be achieved by using the 
required number of TP’s and, of importance in a research 
environment with limited funding, each extra processor 
can provide an incremental performance gain towards the 
goal of real-time reconstruction. 

Our hardware platform is a SUN-4 workstation acting 
as a CP, connected via its VME-bus to a low-cost high- 
performance network of T800 transputers [13] acting as 
TP’s as in Fig. 1. Each T800 transputer node contributes 
1 MFlop of computing power, and the power scales well 
with the number of nodes because there are four high- 
speed links connecting the nodes and each link operates 
autonomously from the node’s CPU (using direct memory 
access). Future versions of the transputer will operate at 
10-20 MFlops [ 141, and the parallel processing software 
described in this paper will scale to future requirements. 
We wish to emphasize, though, that the software concepts 
explained here apply to a much wider context than some 
particular model of transputers. 
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Fig. 1. Prototype architecture showing transputer boards. 

Various transputer connection topologies and corre- 
sponding parallel algorithms are being developed to de- 
termine how best to utilize cost-effectively the transpu- 
ters' CPU and 110 power. 

The simplest topology treats each transputer as a sep- 
arate TP directly accessible from the CP, with each trans- 
puter needing to have a direct interface to the VME-bus. 
This model for using the transputers matches the mode of 
operation of the system when standard processors such as 
the Intel 80860 process the events. 

An alternative topology, configured as in Fig. 2,  uses 
a single MASTER node connected over the VME-bus to 
the CP and the data acquisition system. The MASTER 
passes input data to the WORKER nodes, which process 
the data completely before returning the result to the 
MASTER. Such MASTERIWORKER configurations are 
called processor farms [15]. The advantage of this kind 
of topology is that only the MASTER TP needs an (expen- 
sive) VME-bus connection. 

We found that several factors affect the performance of 
the transputer networks, the most important of which are 
the ratio of computation to communication at the transpu- 
ter nodes (the comp/comm ratio), and the computation 
granularity, which is defined as proportional to the size of 
the input data packets transferred between the transputers. 
Another factor is the practical limit to the size of packets, 
for they have to fit within the memory of the node. 

We developed analytical models of transputer topolo- 
gies to determine the limitations to the possible speedups 
for different comp/comm ratios and computation granu- 
larities. As the granularity decreases, speedup with in- 
creasing numbers of processors is reduced from optimum 
by the computational overhead in the MASTER and 
WORKER nodes in distributing and receiving the data 
packets from their neighbor nodes. Also, as the compl 
comm ratio decreases, speedup with an increasing number 
of processors is limited by the communication require- 

Fig. 2.  A transputer processor farm of 17 nodes. 

ments causing saturation of the MASTER'S links. We con- 
sider these problems to be of paramount importance in 
parallel programming, and we address these issues in this 
paper. We used the experimental data obtained from par- 
allel data acquisition to derive a detailed analytic model 
[12]. The model has been experimentally validated with 
different computation granularities and different comp/ 
comm ratios at the WORKER and MASTER nodes ar- 
ranged in a multilevel hierarchy of up to 16 nodes. Nearly 
linear speedups over a single node are possible, provided 
that the comp/comm ratio is high enough, and the unit of 
computation performed on each node is long enough to 
overcome system overheads. 

Section I1 describes how we configured and used the 
transputers to speed up data acquisition where the com- 
putation granularity is easily controlled, memory provides 
no major constraints, and the comp/comm ratio is rela- 
tively low. Although the use of multiple transputers for 
the purpose of data acquisition may not be cost-effective 
compared to hardware solutions [ 161, or with using a very 
high-performance chip, we show in Section 111 that the 
same transputers can also be used to speed up image re- 
constructions, thus providing flexible, scalable process- 
ing power to the desired performance level. Section 111 
discusses the potential for using transputers in 3-D image 
reconstruction in our prototype 3-D tomograph, where 
memory limitation forces bounds on the computation 
granularity, but where the comp/comm ratio is relatively 
large and there is scalability to over 200 transputers. Sec- 
tion IV presents our conclusions-namely , that parallel 
processing using low-cost transputers can speed 3-D PET 
image reconstruction times to an acceptable time of around 
5 min. 

11. EVALUATION OF TRANSPUTERS FOR PARALLEL DATA 
ACQUISITION 

A. Transputer Overview 
The transputer T800 is a RISC processor which was 

introduced by INMOS. It is essentially a computer on a 
chip, complete with memory, four high-speed data links, 
central processor, system services, and memory interface 
[ 171, thus allowing parallel processing networks to be built 
easily and economically. Although there is no memory 
shared between any two nodes in a transputer network, 
efficient message passing is possible since the transputer 
allows communication and computation to occur simul- 
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taneously and autonomously. As each transputer has four 
datalinks with which to pass data to other nodes, a large 
number of topologies can easily be built. This connection 
flexibility gives the system designer many topology 
choices for exploiting the parallelism of a problem. The 
transputer contains a micro-coded scheduler which has a 
context switching time of less than 1 ps. [ 181. This allows 
multiprogramming to be used with little performance deg- 
radation [ 191 when compared to traditional multiprocess- 
ing systems such as U N I X .  

The software used for the investigation performed here 
was developed using Logical Systems C compiler [20]. 
This C system possesses a library which permits the con- 
currency features of the transputer to be easily exploited. 

B. Transputer Topologies 
We based our evaluation of transputers to fill the role 

required of the TP’s for event data acquisition by studying 
six topologies [12], of which two are described here. The 
first does not make any use of the inter-transputer links 
but rather treats each transputer as a separate TP. The sec- 
ond uses one transputer (MASTER) to distribute raw events 
to nine other transputer nodes (WORKERS) which trans- 
late the input data to output data and return i t .  

In all tests a bufferful of unprocessed events is initially 
located in an input buffer as would be the case in our data 
acquisition system. The single transputer scheme simply 
processes the events and places the results into the output 
buffer. When the events are processed by the multitran- 
sputer schemes, the events are initially located in a single 
input buffer, located on the MASTER. They are then dis- 
tributed to the other nodes as small packets of events, 
tasks, until the input buffer is empty at which time an 
“end” message is sent to all transputers. When the trans- 
puters get this message they finish processing any remain- 
ing tasks and send results immediately back to the MAS- 
TER which contains the output buffer. The MASTER then 
distributes another bufferful of data, divided into many 
tasks, and the cycle is repeated. 

C. Single Transputer Scheme 
In this scheme each transputer is a separate TP, and 

must have a direct (costly) connection to the VME-bus of 
the host CP. This is analogous to the system proposed in 
[ l ]  which uses 68020/68881’s as TP’s. Overhead is min- 
imized, but this scheme does not scale beyond 15 trans- 
puters for a 21-slot VME-bus, as the six remaining slots 
are occupied by other devices. 

D. MasterlWorker (Multilevel Hierarchy) 
In this scheme, our ten-available transputers were used 

in a nearly balanced tree, similar to the 17-node farm 
shown in Fig. 2. In the data acquisition system only the 
MASTER communicates with the CP, this being done via 
the VME-bus interface which consists of dual-ported 
RAM enabling input and output buffers to be placed di- 
rectly on the MASTER. Most of the work is done by 

ROUTERS and WORKERS. ROUTERS are needed to route 
the events to the lower levels as well as perform local 
processing. The WORKER transputers communicate only 
with the ROUTER above them. When this scheme is 
viewed from the CP the transputers appear as a single TP- 
ROUTER’S and WORKER’S being hidden from it. This 
gives the system designer more flexibility as now it is only 
required that the MASTER be mounted on the VME-bus. 
The WORKERS and ROUTERS can be mounted in any 
chassis that is capable of giving them power. In order to 
get the maximum performance from this scheme we need 
to use the transputers’ feature of overlapping of commu- 
nication with computation to minimize delays so that one 
task is being processed while the preceding task’s results 
are being retumed and the next task’s data are being re- 
ceived, as detailed in [ 121. Therefore, several processes 
per transputer are required, to perform the I/O on each 
link, and to do the actual computation on the input data. 

E. Performance Results 

The performance results given below were achieved 
with the different topologies for processing the events as 
described in [ l ] .  For each test, 25 600 events were pro- 
cessed, this being the largest size which the memory of 
the test system’s MASTER could accommodate. Using 
transputers of the type available to us, our aim was to 
design a topology appropriate for the processing of 120 
000 events per second, requiring 18 MFlops performance. 
This is somewhat lower than the peak processing rate 
(often 300-500K events/s) which would be required for 
commercial tomograph operation [2 I] .  On the other hand 
the rate is high enough for realistic consideration of the 
nature of the parameters involved in the topology and its 
application. The new H1 transputers [ 141 will be ten times 
more powerful than our current T800’s, so with those 
transputers a processing speed of 1.2M events per second 
should easily be achieved. 

The timing results were obtained by reading the trans- 
puters’ real-time clock just before processing of the events 
began and again just after processing of the events fin- 
ished. 

I )  Single Transputer: We found that 6944 events/s 
can be processed by a single transputer, which is almost 
2.5 times faster than by a single 68020/68881. It would 
thus require approximately 18 transputers directly con- 
nected to the VME-bus to process 120 000 events/s ig- 
noring additional overhead in the CP. As this is not fea- 
sible on a single VME-bus, additional hardware would be 
required to implement this approach. The overhead within 
a single transputer is negligible. The 6944 events/s value 
is used as a basis for all other topologies to measure the 
overhead required to distribute events between transpu- 
ters. 

2) MasterlWorker: In multitransputer topologies the 
events are distributed between the nodes in packets (tasks) 
which contain anywhere from 1 to 1024 events per packet 
with the packet size being fixed during any single test. 
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TABLE I 
RESULTS FOR MULTILEVEL TEN TRANSPUTERS 

Task Size (# events) (events/s) Speedup 

1 25 839 3.7 
2 35 335 5.1 
4 43 290 6 .2  
8 49 261 7.1 

16 51 546 7.4 
32 58 139 8 .4  
64 60 606 8.7 

128 60 240 8 .7  

We found that the packet size (which is proportional to 
the computation task granularity) had a large impact on 
performance, with the optimal size depending on the 
number of events being processed and the number of nodes 
in the topology. If the granularity was too fine then the 
computational overhead to handle the packets degraded 
performance, and if it was too coarse then the communi- 
cation time taken to download the initial packets was never 
overcome by the smaller packet overhead, again causing 
performance to degrade. Thus, the packet size must be 
chosen to balance the comp/comm ratio in order to get the 
best performance. We present in Table I the results for 
ten transputers configured in a multilevel hierarchy. The 
optimum task size was 64 eventshask. 

The observed speedup of 8.7 using ten transputers is 
very good. We later measured the performance on our en- 
larged network of 16 transputer nodes and observed a 
speedup of 13.3 times. Our detailed model [12] shows 
that with the observed comp/comm ratio of 4.15 the re- 
quired event throughput can be met by 20 transputers, ar- 
ranged in two trees rather than in a single tree because 
beyond 17 nodes arranged in a single tree the MASTER’s 
links become communication bound. Thus, the overhead 
to distribute events results in the requirement of two extra 
processors to meet the data acquisition needs when com- 
pared to the single transputer approach. 

There are, though, two important advantages of this to- 
pology over the previous scheme: only the two MAS- 
TER’S need direct connection to the VME-bus, and this 
scheme is able to fit within a single VME-bus chassis. 

111. PARALLEL 3-D IMAGE RECONSTRUCTION 
A. Introduction 

In this section we outline our scheme for parallel 3-D 
reconstruction, and estimate the performance gains for our 
3-D reconstruction algorithm. 

The problem of parallel 3-D image reconstruction for 
CT images has recently been researched by Chen et al. 
[22] using a 32-node hypercube. Like Chen, we find that 
node memory current limits our ability to store the com- 
plete image at each node, but unlike Chen, we do not 
allow this to restrict our image size (e.g., to 95 ~ 9 5  x95 
voxels). Instead, our software provides for any projection 
size and any image size, reconstructed on any number of 
nodes, with only two assumptions: namely, that there is 

sufficient mass storage available in the transputer nodes 
to hold the complete image, and that there is no bottleneck 
in transferring the image and histogram data between the 
transputer network and the host CP. The first assumption 
is easily realized, as over 1 Mbyte of intermediate image 
voxels can be stored at each transputer node during pro- 
cessing, requiring only eight nodes to hold the complete 
image. The second assumption may be harder to meet, as 
our architecture uses an extendible 16 Mbyte VME-based 
memory board dual-ported between the MASTER transpu- 
ter and the host CP for the histogram and final image. A 
measured maximum of 4 Mbyte/s bandwidth is available 
between the host CP and the MASTER transputer (via the 
dual-ported VME-bus memory), which is adequate for our 
communication needs with up to 32 nodes. However, this 
link could become the communication bottleneck for a 
system with many more nodes, i.e., when the MASTER’s 
four links each utilize 1 Mbyte/s. At least two solutions 
are possible. One is to have two MASTER’S on the VME- 
bus, each with many WORKERS below, so that the overall 
communication bandwidth between the CP and the trans- 
puters can be increased to 8 Mbytes/s’ which is adequate 
for our needs. Another solution is to enhance the capacity 
of the transputer network with more memory or disks, so 
that only the initial raw data and the final image needs to 
be transferred to the CP and the display engine. We are 
investigating both of these alternatives for future scala- 
bility; meanwhile, we proceed with the assumption that 
the MASTER’S link to the VME-bus is not a bottleneck. 

Unlike Chen, we find that our backprojection takes 
much more computation than the convolution of the his- 
togrammed events, mainly due to our algorithm perform- 
ing a fast convolution with a 1-D filter on data sorted into 
a 4-D array derived using Radon transform methods [8], 
rather than the CT algorithm’s 2-D filter on the histo- 
grammed 3-D X-ray projections. Using a sequential al- 
gorithm, we find that 80% of the reconstruction time is in 
the backprojection phase [8] and we have chosen to con- 
centrate initially on speeding up that phase.2 

B. Parallel Backprojection 
We define two types of data parallelism, involving dif- 

ferent types of data partitioning. 
1) Divide the image space up so that any particular 

node calculates (and stores within its local memory) only 
a part of it. If we have w nodes, and if each node can 
store 1 /wth of the image space, and if the communication 
links are not saturated, then the reconstruction will take 
1 / w as long as’ for a single node, and the final image can 
be assembled from the parts by writing into appropriate 
parts of the system’s mass memory at the end of the back- 
projection phase. The disadvantage of this approach is that 
all the projection data must be sent to every node, thus 

‘We assume that the VME-bandwidth of 40 Mbytes/s is never the com- 

‘The scatter correction may also prove to be computationally intensive; 
munication bottleneck. 

note that this algorithm does not make any scatter correction. 
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incurring high data communication costs and high soft- 
ware overhead (as the node’s memory is certainly not large 
enough to hold all the projection data at once) to provide 
new data when required. This is a purely voxel-driven 
approach. 

2) Partition the projection data so that each node back- 
projects only some of the projection planes. Each node 
calculates a l /w th  of the data values, which will be 
spread over the whole image. Again, we cannot assume 
that the whole image can be stored in node memory, so 
the image values must be transmitted and added, either 
individually or in batches, to a shared image memory as 
they are calculated. The advantage of this approach is that 
it can use both voxel-driven and ray-driven backprojec- 
tion algorithms, including for example, the hybrid Zncre- 
mental Algorithm scheme for speeding up backprojection 
[23] for parallel beam geometries, whereas the previous 
scheme could not take full advantage of this. 

Both approaches can take advantage of the STRETCH 
algorithm for fast backprojection (241, in which an inter- 
polated (stretched) projection array can be used for voxel- 
driven backprojection, although if applied to the first 
scheme it would dramatically increase the communication 
requirements. The performance efficiency of these two 
schemes depends on the software overhead (which de- 
pends on the granularity of the tasks) and the compicomm 
ratio. 

C.  Estimated Performance Gains 
For calculating estimates of the speedups possible using 

a transputer-based MASTER/WORKER configuration, we 
need to calculate the comp/comm ratio to ensure that the 
MASTER’s links are not saturated with transferring the 
input and output data from the WORKERS below, while 
ensuring that the granularity of the computation phase is 
coarse enough so that the computation overhead in man- 
aging the task transfers is not significant. A very simple 
model illustrating the performance bottlenecks of tree- 
structured transputer networks such as described in Figs. 
1 and 2 is given in Fig. 3. This model ignores all the 
computation overheads in initiating node-to-node com- 
munication, but it serves to illustrate the upper bound of 
speedups for tree-structured transputer networks. 

For smaller numbers of processors, the speedup is lim- 
ited to that attainable through the computation power 
available. For larger numbers, communication becomes 
the bottleneck because the MASTER’s four links con- 
nected to the four major sub-trees become saturated.j In 
Fig. 3, as the comp/comm ratio R increases, the maxi- 
mum limit to speedup increases, and when the bottleneck 
is in the MASTER’s four transputer links the limit is sim- 
ply 4 X R. Thus, for R = 50, the maximum speedup in- 
creases linearly with the number of processors for up to 
200 processors, then remains at the maximum 200 as the 
MASTER’s four links are communication bound. For such 

’Again, we assume that the MASTER‘, link to the VME-bus IS  not a 
bottleneck. 

R=75 

200 

100 

R=50 

100 200 300 

number of processors -C 

Fig. 3 .  Upper limits t o  speedup for tree-structured transputer networks with 
different compicomm ratios. 

a large number of processors the computation overheads 
in initiating node-to-node communication and the startup 
delays become significant; our detailed model [ 121 takes 
these into account, but for now we restrict our analysis to 
the upper bound given in this simplified model. 

We also assume in these analyses that the computation 
load is evenly distributed over all the transputers; impli- 
cations of this assumption are discussed later Section 

Fig. 3 illustrates the effect of adding processors to the 
system, when it is assumed that the comp/comm ratio at 
WORKER nodes remains constant. Note that because of 
the tree-structured architecture, WORKER nodes nearer 
the root MASTER also act as ROUTERS for data and re- 
sults between the host CP and the nodes below them. We 
assume that we can ignore this extra communication at 
each ROUTER node, because the communication bottle- 
neck due to this extra routing appears only in the MAS- 
TER’S four links. Future versions of the transputer will 
employ hardware through-routing [14] which justify this 
assumption. The simplified model also extends to the case 
where the comp/comm ratio R depends on the number of 
workers w. This occurs when, for example, the total com- 
putation is to be divided among w workers, but the com- 
munication requirements for a worker remain fixed, 
whether that worker does only a little or a lot of compu- 
tation. The comp/comm ratio R is then expressible as k / w  
where k is some constant. This scenario is explored later 
in this section, and is illustrated in Fig. 4.  

We used this model to examine the maximum perfor- 
mance gains possible for the two alternative paralleliza- 
tions of the backprojection phase of one of our 3-D re- 
construction algorithms [8]. For both approaches to 
partitioning the data, we make the following assumptions: 
the image is 200 X 200 x 60 (= 2.4 x lo6) voxels of 
four bytes each = 9.6 Mbytes; the backprojection pro- 
ceeds from the histogrammed data which has been inte- 
grated over two of the four histogrammed coordinates, 
that is, it uses conventional 2-D X-ray projections, and 
there are 420 projection planes with 5600 4-byte values 
in each such plane so that there are 420 x 5600 = 2.35 

III-D. 
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Fig. 4. Upper limits to speedup for varying comp/comm ratios. 

x lo6 lines of response (LOR’S) so that the histogrammed 
raw data occupies = 9.4 Mbytes. Since the link com- 
munication bandwidth of the transputer links is 1.8 
Mbytes/s, transmission of the histogrammed raw data 
takes (9.4 X 106)/(l.8 x lo6) = 5.2 s .  Transmission of 
the complete image takes (9.6 X 106)/(1.8 X lo6) = 5.3 

We measured the time to filter and backproject a plane 
using a purely voxel-driven approach on a single BBK 
transputer node connected over a VME-bus directly to a 
16 Mbyte shared memory module as in Fig. 1; it was 190 
s. Therefore, the computation time on a single transputer 
node to backproject a complete image over all the voxels 
would be 190 x 420 = 80 OOO s. 

- s. 

We thus assume: 
Image Size = 9.6 Mbytes 
Histogram Size = 9.4 Mbytes 
Communication time for complete image transfer = 5.3 

Communication time for complete histogram transfer 

Computation time to backproject complete image = 

Computation time to backproject one plane = 190 s .  
1) We examine the communication requirements of the 

first approach, whereby we partition the image space 
among the w nodes and send all the projection data to each 
node as requested. Each voxel may be incremented by a 
value in each X-ray projection (assuming an unoptimized 
conventional backprojection algorithm). Since the image 
is 2,4 X lo6 voxels, at least 10 workers are needed to 
divide the image into small enough units (2.4 X lo5) of 
4-byte voxels for each WORKER to be able to hold its part 
completely in its 2 Mbyte memory. In this case, it takes 
80 OOO/lO = 8000 s for each WORKER to complete the 
backprojection over its voxels. So the comp/comm ratio4 

S .  

= 5.2 s. 

80 OOO s. 

4We ignore the cost of transmitting the final image (once at the end) 

R for ten WORKERS is = 8OOO/5.2 = 1600. This ratio 
decreases with the number of WORKERS, because the 
communication remains constant whereas the computa- 
tion is reduced and in general, for w WORKERS the ratio 
R is 16 OOO / w. The simple transputer performance model 
shown in Fig. 4 reflects this situation, where the total 
computation load needs to be distributed over w WORK- 
ERS, so the comp/comm ratio R is inversely proportional 
to w. When the communication links become saturated, 
R = w/4. Thus, the maximum speedup occurs when 
16OOO/w = w/4, i.e., when w = J(4 X 16000) = 
252, and R = 63. This is illustrated in Fig. 4 ,  where the 
effects of limits to speedup are illustrated for different to- 
tal computation times which in turn affect the comp/comm 
ratios. This very simple model indicates that for our case 
there is a maximum possible linear speedup for around 
252 processors. Beyond that number, the communication 
bottleneck dominates performance. 

2) In the second scheme each node receives one or 
more projection planes and calculates the contribution 
these planes make to the whole image. Now it takes 190 
s to backproject a plane over all the voxels. The 4-byte 
value in each voxel must then be sent to the shared image 
store.’ Note that the communication of the input projec- 
tion data is dominated by the transfer of the output image 
which takes = 5.3 s. The comp/comm ratio is = 190/5.3 
= 36, giving rise to a maximum possible linear speedup 
for up to 144 processors. It is tempting to try to amortize 
the communication-intensive image transfer over a longer 
computation involving more than one projection plane, 
hence increasing the comp/comm ratio and the maximum 
possible speedup. However, this is not readily achieved, 
because the voxel driven backprojection only works on 
one plane at a time. We are investigating algorithms to 
utilize more than one projection plane at a time, but this 
is outside the scope of this paper. 

We also considered another type of parallelism, event 
parallelism, which relies on the independence of individ- 
ual detected events to allow for event-by-event recon- 
struction [25]. We intend to experiment with this ap- 
proach, but since the computational requirements are of a 
much greater order of magnitude than for histogrammed 
event reconstruction algorithms, we are not proceeding 
with this approach at this stage. 

D. Effects of Load Balancing on P e ~ o m a n c e  
In the previous analyses, we assumed that the compu- 

tation load was evenly distributed over all the transputers. 
However, the WORKERS near the MASTER will incur 
overhead in routing packets to/from WORKERS below, so 
some kind of load-balancing scheme may be necessary. 
Both techniques can be optimized for load balancing, by 
dividing the computation task into small work tokens 
(tasks) which the WORKER nodes can request from a 
MASTER node when the WORKERS are free. 

5We ignore the computation time it takes to update the shared image 
store. 
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1) In the first method each work token could represent 
some image voxels for the planes to be backprojected 
over. However, load balancing using tokens consisting of 
image voxels affects the maximum speedup here, because 
the entire projection data needs to be transmitted for each 
token, resulting in prohibitive communication require- 
ments. Hence, for a balanced load, the image voxels must 
be statically preallocated among the nodes such that each 
node finishes at approximately the same time. This is fea- 
sible but requires adjustment for every different topology. 

2) Load balancing is easier here than in method 1) be- 
cause each work token can be a projection plane to be 
backprojected over all the voxels, and the comp/comm 
ratio is not affected by this distribution of tasks. 

E. Effects of Image Size on Pegormanee 
Smaller image sizes incur both less computation cost 

and less communication cost; larger images have the op- 
posite effect. To assess the effects on performance, con- 
sider a smaller image size of 128 X 128 X 128 = 2.1 x 
lo6 voxels (as for the HISPET tomograph [9]). The com- 
putation requirements are reduced by = 2.1 /2 .4  = 0.87, 
giving a backprojection time of = 0.87 x 80 000 = 
70 000 s. 

1) In this method the communication requirements per 
worker are the same, as they depend only on the size of 
the projection data. Thus, the comp/comm ratio for U’ 

WORKERS is reduced to 70 000/(5 x w) = 14 OOO/w. 
From Fig. 4 we see that the limit to the maximum speedup 
occurs with w = 236 and R = 59. This is still good enough 
for achieving significant speedups with up to 236 work- 
ers. 

For smaller images still, R and hence the maximum 
speedup reduces more; however, as the total computation 
time is also decreasing, images can still be produced 
within an acceptable time of less than 10 min. 

Larger images present larger comp/comm ratios with 
one problem: namely, that the minimum number of nodes 
may be higher, to accommodate the total image space in 
the transputer nodes’ memory. 

2) In the second method, a slightly smaller image size 
means that the communication and computation costs are 
reduced in the same ratio, as the communication cost is 
dominated by the transfer of the complete image after each 
plane has been backprojected. Slightly different image 
sizes therefore have no impact on the maximum attainable 
speedup. However, if the whole image can be held in a 
single node’s memory, as is assumed by others in  [9] and 
[22], the communication requirements drop considerably 
and this method can scale well beyond 250 workers. 

F. Efects of the Number of Projection Planes on 
Performance 

As stated in Section III-C our algorithm uses 420 pro- 
jection planes, each with 5600 lines of response (LOR). 

It may be required to process many more than this; for 
example, in [16] a hardware backprojector is proposed to 
deal with 4096 2-D projections, each from 192 X 32 
LOR’s. Hence, we must consider the effects of ten times 
more projection planes. For both methods, the computa- 
tion time is ten times more, as in our voxel-driven ap- 
proach the total computation time is proportional to the 
number of projection planes as well as the image size. 

1) There are no extra problems due to memory con- 
straints on the nodes, as the projections are requested as 
needed from the MASTER. Computation time per voxel 
increases by ten times; however, the total communication 
also increases by ten times, as the number of projections 
is ten times more. Therefore, the compicomm ratio re- 
mains the same, so almost linear speedups with up to 250 
nodes can be expected; however, reconstruction time 
would increase by ten times, to = 800 000/250 = 3200 
s.  This is well outside the desirable time limit of 5-10 
min. 

2) Computation time per plane remains the same, as 
does the communication per plane (our algorithm’s 5600 
LOR’s to Jones’ 192 X 32 LOR’s) so the comp/comm 
ratio remains the same at = 36. Hence, the limits to speed- 
up remain the same, at around 140 nodes. The only dif- 
ference is that load balancing becomes even better, as 
there are ten times more task tokens to be allocated among 
the same number of nodes. But again, as the overall com- 
putation takes ten times longer than before, the recon- 
struction time with equipment of the type being consid- 
ered cannot be reduced much below = 800 000/140 = 
5700 s. 

The number of projection planes affects the perfor- 
mance of both approaches in the same way, and has no 
impact on the limits to speedup. It would therefore appear 
that the first approach offers the best possibilities for 
speedup given our image size and number of projection 
planes, although the second approach would be best for 
networks of transputers with large enough memories to 
hold a complete image at each node, or for small images 
where this condition holds. 

IV. SUMMARY 

We have presented aspects of the design of a data ac- 
quisition system meeting the needs of a next generation 
3-D PET scanner, using a multiprocessing approach with 
inexpensive microprocessors, thus maintaining flexibility 
of software control with scalable performance. 

We investigated the applicability of the transputer to fill 
the role of the transformation processor (TP) for 3-D PET 
data acquisition, by examining the performance of several 
different topologies. Although there is less than linear 
speedup due to communication overhead, with 16 trans- 
puters an improvement of 13.3 times the speed of a single 
transputer is possible. When these topologies are inte- 
grated into the data acquisition system a major cost is the 
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VME-bus interface logic, required for every MASTER 
processor. With the tree-based transputer topology de- 
scribed, only two processors need this expensive inter- 
face. Such a tree-based topology is the most economical 
alternative of those investigated. Our detailed analytic 
model showed that speedups of 18 times are feasible with 
20 transputers, allowing for data acquisition in real time. 

Real-time 3-D image reconstruction requires another 
order of magnitude of computation power, and we are de- 
signing parallel algorithms and transputer topologies to 
meet these requirements where both memory and com- 
putation constraints are present. We presented a simple 
analytic model to deal with different computation granu- 
larities and different comp/comm ratios, and used this 
model to illustrate the limits to the scalability of two al- 
ternative, unoptimized, voxel-driven schemes of imple- 
menting the backprojection phase in parallel. 

We find that dividing the image space among the trans- 
puters offers the best possibilities for scalability, and re- 
construction times of less than 10 min should be feasible 
with 200 processors. This scheme also works well for 
varying image sizes, provided the total memory on the 
transputer nodes is sufficient for distributing the whole 
image (around 10 Mbytes). However, if there are many 
more projection planes than our algorithm uses, the re- 
construction time will be reducible to the desired level 
only by using the next generation of transputers which are 
ten times more powerful than the current nodes, or by 
using an optimized algorithm for fast backprojection. 

Dividing the work equally among the nodes is more 
easily achieved using the second approach whereby each 
node computes the whole image from a projection plane. 
This approach also offers major advantages for smaller 
images. 

A.  Future Work 

We are currently implementing our parallel 3-D image 
reconstruction algorithm on our network of transputers 
using both data-partitioning approaches. We are also con- 
sidering ways to optimize the backprojection algorithm. 

We plan to use the performance data obtained to de- 
velop a realistic analytic model incorporating load bal- 
ancing, task distribution overheads, and task size which 
will accurately reflect the limits to speedup. 

Finally, we hope to develop software tools which will 
enable the programs to be efficiently ported to other par- 
allel architectures. 
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