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}  Reinforcement Learning: Major branch of 
Artificial Intelligence (not psychology). 

}  Studies sequential decision-making under 
uncertainty. 

}  Studied since the 1950s 
Ø Many models, theorems, algorithms, software. 

Reinforcement 
Learning 

Sports  
Analytics 

on-line intro text 
by Sutton and Barto 
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}  Fundamental model type in reinforcement 
learning: Markov Decision Process. 

}  Multi-agent version: Markov Game.  
}  Models dynamics: e.g. given the current state 

of a match, what event is likely to occur next? 
}  Application in this paper:  

1.   value actions. 
2.   compute player rankings. 
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Markov Game Dynamics Example 

Ini$al	
  State	
  
Goal	
  
Differen$al	
  =	
  0,	
  
Manpower	
  
Differen$al	
  =	
  2,	
  	
  
Period	
  =	
  1	
  

0	
  sec	
  
Alexander	
  Steen	
  
wins	
  Face-­‐off	
  in	
  
Colorado’s	
  
Offensive	
  Zine	
  

Time in 
Sequence 
(sec) 

Home = Colorado 
Away = St. Louis 

Differential = Home - Away 

0,2,1	
  
[face-­‐
off(Home,Off.)]	
  

face-­‐off(	
  
Home,Offensive	
  Zone) 
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Markov Game Dynamics Example 

GD	
  =	
  0,	
  MD	
  =	
  2,	
  P	
  =	
  1	
  

0,2,1	
  
[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐off(Home,Off.)]	
  

0	
  sec	
  
Alexander	
  
Steen	
  wins	
  
Face-­‐off	
  

16	
  sec	
  
MaP	
  
Duchen	
  
shoots	
  

Time in 
Sequence (sec) 
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Markov Game Dynamics Example 

GD	
  =	
  0,	
  MD	
  =	
  2,	
  P	
  =	
  1	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐
off(Home,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐
off(Home,Off.)	
  
Shot(Away,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐off(Home,Off.)]	
  

0	
  sec	
  
Alexander	
  
Steen	
  wins	
  
Face-­‐off	
  

16	
  sec	
  
MaP	
  
Duchen	
  
shoots	
  

22	
  sec	
  
Alex	
  
Pientrangel
o	
  shoots	
  

41	
  sec	
  
Tyson	
  Barries	
  
shoots	
  

42	
  sec	
  
sequence	
  
ends	
  

Time in 
Sequence 
(sec) 
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Markov Game Dynamics Example 

GD	
  =	
  0,	
  MD	
  =	
  2,	
  P	
  =	
  1	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐
off(Home,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐
off(Home,Off.)	
  
Shot(Away,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐
off(Home,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Home,Offensive)]	
  

0,2,1	
  
[face-­‐
off(Home,Off.)]	
  

0	
  sec	
  
Alexander	
  Steen	
  
wins	
  Face-­‐off	
  

16	
  sec	
  
MaP	
  Duchen	
  shoots	
  

22	
  sec	
  
Alex	
  Pientrangelo	
  
shoots	
  

41	
  sec	
  
Tyson	
  Barries	
  shoots	
  

42	
  sec	
  
sequence	
  ends	
  

Time in 
Sequence 
(sec) 
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Markov Game Dynamics Example 

GD	
  =	
  0,	
  MD	
  =	
  2,	
  P	
  =	
  1	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐off(Home,Off.),	
  
Shot(Away,Off.),	
  
Shot(Away,Off.),	
  
Shot(Home,Off.),	
  
Stoppage]	
  

0,2,1	
  
[face-­‐off(Home,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Home,Offensive)]	
  

0,2,1	
  
[face-­‐
off(Home,Off.)]	
  

0	
  sec	
  
Alexander	
  Steen	
  
wins	
  Face-­‐off	
  

16	
  sec	
  
MaP	
  Duchen	
  shoots	
  

22	
  sec	
  
Alex	
  Pientrangelo	
  
shoots	
  

41	
  sec	
  
Tyson	
  Barries	
  shoots	
  

42	
  sec	
  
sequence	
  ends	
  Time in 

Sequence 
(sec) 
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Markov Game Dynamics Example 

GD	
  =	
  0,	
  MD	
  =	
  2,	
  P	
  =	
  1	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)	
  
Shot(Away,Off.)]	
  

0,2,1	
  
[face-­‐off(Home,Off.),	
  
Shot(Away,Off.),	
  
Shot(Away,Off.),	
  
Shot(Home,Off.),	
  
Stoppage]	
  

0,2,1	
  
[face-­‐off(Home,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Home,Offensive)]	
  

0,2,1	
  
[face-­‐
off(Home,Off.)]	
  

0	
  sec	
  
Alexander	
  Steen	
  
wins	
  Face-­‐off	
  

16	
  sec	
  
MaP	
  Duchen	
  shoots	
  

22	
  sec	
  
Alex	
  Pientrangelo	
  
shoots	
  

41	
  sec	
  
Tyson	
  Barries	
  shoots	
  

42	
  sec	
  
sequence	
  ends	
  Time in 

Sequence 
(sec) 



}  Two agents, Home and Away. 
}  Zero-sum: if Home earns a reward of r, then 

Away receives –r.  
}  Rewards can be  
◦  win match 
◦  score goal 
◦  receive penalty (cost). 
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ticularly those that involve the offense, can be phrased and
answered in terms of EPV.”

While the definition of action impact is conceptually very
similar, Cervone et al. use neither AI terminology nor AI
techniques, which we cover in this paper. Moreover, all
the underlying details are different between our model and
theirs: The NHL does not yet have and therefore we do not
use spatial tracking data, which is the main focus of Cer-
vone et al.. Cervone et al. discuss the advantages of using a
discrete state space for stochastic consistency, but consider
it computationally infeasible for their data. We show that
leveraging AI data structures and algorithms makes han-
dling a large discrete state space feasible for ice hockey.
Including the local action history in the state space allows
us to capture the medium-term effects of actions. This is
more important for ice hockey than for basketball, because
scoring in basketball occurs at much shorter intervals.

Markov Decision Process Models for Other Sports
MDP-type models have been applied in a number of sports
settings, such as baseball, soccer and football. For review,
please see Cervone et al. [2014]. Our work is similar in
that our method uses value iteration on a Markovian state
space, however, previous Markov models in sports use a
much smaller state space. The goal of these models is to
find an optimal policy for a critical situation in a sport or
game. In contrast, we learn in the on-policy setting whose
aim is to model hockey dynamics as it is actually played.

3 DOMAIN DESCRIPTION: HOCKEY
RULES AND HOCKEY DATA

We outline the rules of hockey and describe the dataset
available from the NHL.

3.1 HOCKEY RULES

We give a brief overview of rules of play in the NHL [Na-
tional Hockey League, 2014]. NHL games consist of three
periods, each 20 minutes in duration. A team has to score
more goals than their opponent within three periods in or-
der to win the game. If the game is still tied after three
periods, the teams will enter a fourth overtime period,
where the first team to score a goal wins the game. If
the game is still tied after overtime during the regular sea-
son, a shootout will commence. During the playoffs, over-
time periods are repeated until a team scores a goal to win
the game. Teams have five skaters and one goalie on the
ice during even strength situations. Penalties result in a
player sitting in the penalty box for two, four, or five min-
utes and the penalized team will be shorthanded, creating a
manpower differential between the two teams. The period
where one team is penalized is called a powerplay for the
opposing team with a manpower advantage. A shorthanded

goal is a goal scored by the penalized team, and a power-
play goal is a goal scored by the team on the powerplay.

3.2 DATA FORMAT

The NHL provides information about sequences of play-
by-play events, which are scraped from http://www.

nhl.com and stored in a relational database. The real-
world dataset is formed from 2, 827, 467 play-by-play
events recorded by the NHL for the complete 2007-2014
seasons, regular season and playoff games, and the first
512 games of the 2014-2015 regular season. A break-
down of this dataset is shown in Table 1. The type of
events recorded by the NHL from the 2007-2008 regular
season and onwards are listed in Table 2. There are two
types of events: actions performed by players and start
and end markers for each play sequence. Every event is
marked with a continuous timestamp, and every action is
also marked with a zone Z and which team, Home or Away,
carries out the action.

Table 1: Size of Dataset
Number of Teams 32
Number of Players 1,951
Number of Games 9,220
Number of Sequences 590,924
Number of Events 2,827,467

Table 2: NHL Play-By-Play Events Recorded

Action Event Start/End Event
Faceoff Period Start
Shot Period End
Missed Shot Early Intermission Start
Blocked Shot Penalty
Takeaway Stoppage
Giveaway Shootout Completed
Hit Game End
Goal Game Off

Early Intermission End

4 MARKOV GAMES

A Markov Game [Littman, 1994], sometimes called a
stochastic game, is defined by a set of states, S, and a col-
lection of action sets, one for each agent in the environ-
ment. State transitions are controlled by the current state
and one action from each agent. For each agent, there is
an associated reward function mapping a state transition to
a reward. An overview of how our Markov Game model
fills in this schema is as follows. There are two players,
the Home Team H and the Away Team A. In each state,

Big Data: Play-by-play  
2007-2015 

Big Model: 1.3 M states 



Player Performance Evaluation 
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}  Key quantity in Markov game models: the 
total expected reward for a player given the 
current game state. 
◦  Written V(s). 

}  Looks ahead over all possible game 
continuations. 

15/20 

transition 
probabilities 

total 
expected 
reward of 
state s 

dynamic 
programming 



}  Q(s,a) = the expected total reward if action a 
is executed in state s. 

}  The action-value function. 

16/20 

€ 

impact(s,a) =Q(s,a) −V (s)
Expected reward 
after action 

Expected reward 
before action 
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Q-value Ticker 

GD	
  =	
  0,	
  MD	
  =	
  2,	
  P	
  =	
  1	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)]	
  
P(Away	
  goal)	
  =	
  36%	
   0,2,1	
  

[face-­‐off(Home,Off.)	
  
Shot(Away,Off.)	
  
Shot(Away,Off.)]	
  
P(Away	
  goal)	
  =	
  35%	
  

0,2,1	
  
[face-­‐off(Home,Off.),	
  
Shot(Away,Off.),	
  
Shot(Away,Off.),	
  
Shot(Home,Off.),	
  
Stoppage]	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐off(Home,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Away,Offensive),	
  
Shot(Home,Offensive)]	
  
P(Away	
  goal)	
  =	
  32%	
  

0,2,1	
  
[face-­‐off(Home,Off.)]	
  
P(Away	
  goal)	
  =	
  28%	
  

0	
  sec	
  
Alexander	
  Steen	
  
wins	
  Face-­‐off	
  

16	
  sec	
  
MaP	
  Duchen	
  shoots	
  

22	
  sec	
  
Alex	
  Pientrangelo	
  
shoots	
  

41	
  sec	
  
Tyson	
  Barries	
  shoots	
  

42	
  sec	
  
sequence	
  ends	
  Time (sec) 

Q-value 
= 
P(that 
away 
team 
scores 
next goal) 



}  Context-Aware. 
◦  e.g. goals more valuable in ties than when ahead. 

}  Look Ahead: 
◦  e.g. penaltiesè powerplay è goals but not 

immediately. 
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1.  From the Q-function, compute 
impact values of state-action 
pairs. 

2.  For each action that a player 
takes in a game state, find its 
impact value. 

3.  Sum player action impacts over 
all games in  a season. (Like 
+/-). 

19/20 
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•  The Blues’ STL line 
comes out very well. 

•  Tarasenko is under-
valued, St. Louis 
increased his salary 7-
fold. 



sion study described in the supplementary material, we ex-
amine directly defining the value of an action as the average
impact of the action over all states. Using the averge im-
pact as a fixed action value leads to a loss of information, as
measured by the entropy of the prediction for which team
scores the next goal. Another lesion study described in the
supplementary material assesses the importance of propa-
gating information between states, especially from one play
sequence to subsequent ones. Our results show that goal
impact values of the actions change substantially depend-
ing on how much information the model propagates.

Impact on Receiving Penalties. The range of action val-
ues with the probability of the next penalty as the objec-
tive function is shown in Figure 2(b). Faceoffs in the Of-
fensive Zone and takeaways cause penalties for the oppo-
nent. Giveaways and goals tend to be followed by a penalty
for the player’s team. The latter finding is consistent with
the observation that there are more penalties called against
teams with higher leads [Schuckers and Brozowski, 2012].
A possible explanation is referees are reluctant to penalize
a trailing team.

Figure 3: 2013-2014 Player Goal Impact Vs. Season Points

7.2 PLAYER VALUATIONS

As players perform actions on behalf of their team, it is
intuitive to apply the impact scores of team actions to the
players performing the action, yielding player valuations.
To calculate player valuations, we apply the impact of an
action to the player as they perform the action. Next, we
sum the impact scores of a player’s actions over a single
game, and then over a single season, to compute a net sea-
son impact score for the player. This procedure is equiv-
alent to comparing the actions taken by a specific player
to those of the league-average player, similar to previous
work [Pettigrew, 2015; Cervone et al., 2014]. We compare

Table 6: 2013-2014 Top-8 Player Impact Scores For Goals

Name Goal Impact Points +/- Salary
Jason Spezza 29.64 66 -26 $5,000,000
Jonathan Toews 28.75 67 25 $6,500,000
Joe Pavelski 27.20 79 23 $4,000,000
Marian Hossa 26.12 57 26 $7,900,000
Patrick Sharp 24.43 77 12 $6,500,000
Sidney Crosby 24.23 104 18 $12,000,000
Claude Giroux 23.89 86 7 $5,000,000
Tyler Seguin 23.89 84 16 $4,500,000

impact on Next Goal Scored with three other player rank-
ing metrics: points earned, salary, and +/-. To avoid con-
founding effects between different seasons, we use only the
most recent full season, 2013-2014. Player impact scores
are shown in Table 6. Tables for all seasons are available as
well [Routley, 2015]. Figure 3 shows that next goal impact
correlates well with points earned. A point is earned for
each goal or assist by a player. Since these players have a
high impact on goals, they also tend to have a positive +/-
rating. Jason Spezza is an anomaly, as he has the highest
impact score but a very negative +/- score. This is because
his Ottawa team performed poorly overall in the 2013-2014
season: The team overall had a goal differential of -29, one
of the highest goal differentials that season. This example
shows that impact scores distinguish a player who gener-
ally performs useful actions but happens to be on a poor
team.

In Table 7, we see player impact with respect to Next
Penalty Received. High impact numbers indicate a ten-
dency to cause penalties for a player’s own team, or prevent
penalties for the opponent. We compare the Q-function
impact numbers to Penalties in Minutes (PIM), +/-, and
salary. Players with high Q-function numbers have high
penalty minutes as we would expect. They also have low
+/-, which shows the importance of penalties for scoring
chances. Their salaries tend to be lower. There are how-
ever notable exceptions, such as Dion Phaneuf, who draws
a high salary although his actions have a strong tendency to
incur penalties.

Table 7: 2013-2014 Top-8 Player Impacts For Penalties

Name Penalty Impact PIM +/- Salary
Chris Neil 62.58 211 -10 $2,100,000
Antoine Roussel 54.26 209 -1 $625,000
Dion Phaneuf 52.52 144 2 $5,500,000
Zac Rinaldo 48.65 153 -13 $750,000
Rich Clune 47.08 166 -7 $525,000
Tom Sestito 46.34 213 -14 $650,000
Zack Smith 44.55 111 -9 $1,500,000
David Perron 42.49 90 -16 $3,500,000

21/20 

Jason Spezza: high goal impact, low +/-. 
•  plays very well on poor team (Ottawa Senators). 
•  Requested transfer for 2014-2015 season. 
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Correlation coefficient = 0.703 
Follows Pettigrew(2015) 



}  Routley and Schulte, UAI 2015 
◦  Values of Ice Hockey Actions, compares with  THoR 

(Schuckers and Curro 2015). 
◦  Ranks players by impact on goals and penalties. 

}  Pettigrew, Sloan 2015.  
◦  reward = win. 
◦  estimates impact of goal on win probability given 

score differential, manpower differential, game 
time. 

}  Cervone et al., Sloan 2014. 
◦  Conceptually similar but for basketball. 
◦  our impact function = their EPVA. 
◦  uses spatial tracking data. 
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}  Reinforcement Learning è�
Model of Game Dynamics. 

}  Connects advanced machine learning with sports 
analytics. 

}  Application in this paper: 
◦  use Markov game model to quantify impact of a player’s 

action (on expected reward). 
◦  use total impact values to rank players. 

}  Impact value  
◦  is aware of context. 
◦  looks ahead to game future trajectory. 

}  Total impact value is consistent across seasons. 
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