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• A fundamental problem in sports analytics is valuing actions.

• In low-scoring sports (hockey, soccer), explicit values are attached only 
to rare goal events.

➢Emphasis on goals and related actions (shots, assists)

➢Bias towards offensive players
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The Score Sparsity Problem

• Top-50 players for NHL 2018-19 season
• Scoring Impact (SI)[Routley and Schulte, 2015] : All offensive players

• Goal Impact Metric (GIM)[Liu and Schulte, 2018] : Only one Defenceman

Our approach: Learn a latent reward function that values a match situation
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• Brief Intro to Inverse Reinforcement Learning (IRL)

• Our method: 
1. Alternating approach: leverage single-agent IRL by learning rewards for 

team A given observations of team B, then vice versa

2. Combine learned latent rewards with observed goals by regularization

• Evaluation on ice hockey: 
• Dense reward signal

• No bias between offensive and defensive players

• Useful player ranking
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Overview
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Agent State Action Observed 
Reward

gameId teamId Period xCoord yCoord Manpower Event Score
849 15 1 -24.5 -17 Even Carry 0
849 16 1 -75.5 -21.5 Even Check 0
849 15 1 -79 -19.5 Even pass 0
849 16 1 -92 -32.5 Even Lpr 0
849 16 1 -92 -32.5 Even Goal 1
849 15 1 -70 42 Even Face-off 0
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Markov Model Setup

• Markov Decision Process
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• In IRL [Ng et al., 2000], the reward function is unknown and should be 
inferred from demonstrations (data)

• Given              and data, recover reward
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Inverse Reinforcement Learning

Single
Agent

State Action Reward

gameId teamId Period xCoord yCoord Manpower Event

849 15 1 -9.5 1.5 Even Lpr ?

849 15 1 -24.5 -17 Even Carry ?
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Inverse Reinforcement Learning

Maximum Entropy IRL [Ziebart et al, 2008]

• Reward is a linear function of state features, with weights 

• The reward for a trajectory is the sum reward of visited states

• MaxEnt: the likelihood of trajectory is proportion to exponential reward

• Calculate gradient of likelihood for     , and update
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Multiple
Agents

State Action Observed 
Reward

Unobserved
Reward

teamId Period xCoord yCoord Manpower Event Score
16 1 -75.5 -21.5 Even Check 0 ?
15 1 -79 -19.5 Even pass 0 ?
16 1 -92 -32.5 Even Lpr 0 ?
16 1 -92 -32.5 Even Goal 1 ?
15 1 -70 42 Even Face-off 0 ?
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Our scenarios

• Leverage single-agent IRL for Multi-agent Markov Game (Home/Away)

• Combine knowledge between observed and unobserved reward 
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• Treat B as A’s environment, learn reward for A using single-agent IRL

• Repeat the procedure with the role of teams A and B reversed
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Alternating IRL
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policy
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Transform Multi-agent Model to Single-agent Model

• Proposition Consider a two-agent Markov Game model     with 
two agent A, B, and a policy       for agent B. There is a single-agent 
MDP       such that for every policy      of agent A, the state value in 
Markov Game to A equals the state value in MDP

• Inituition: Single-agent MDP       treats B as part of A’s 
environment

Markov 
Game 𝐺

MDP M𝐵
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Match
State

Hit: 0.4
Shot: 0.3
Pass: 0.2
….



• Choose a kernel function 𝑘 to measure similarity between observed 
scores and learned rewards

• Learning procedure is maximize regularized likelihood function

• Can be derived from maximum mean discrepancy [Gretton et al., 2012] 

framework for transfer learning
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Combining Observed Goals and Learned Rewards
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• MaxEnt IRL define a linear reward function with weight

• Pretrain a to match goals reward, and initialize with

• Domain knowledge leads to much more stable and faster convergence
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Learning Details and Performance
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• Dataset
• NHL play-by-play dataset from SPORTLOGiQ

• Game from October 2018 to April 2019

• Learned Rewards
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Learned Rewards Solve Sparsity

AI In Team Sports Workshop



• Given learned reward functions, solve MDPs to find optimal policy for 
Home/Away team.

• Negative log-likelihood (NLL) of observed trajectories under optimal 
policy

• Modified Hausdorff Distance (HMD) between observed trajectories 
and trajectoies generated by optimal policy [Kitani et al, 2012] 
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Rationalizing Player Behavior
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• Value/Q function: estimates expected total future reward given 
current match state

• Use learned reward to calculate value function and Q function for 
each team (Routley and Schulte, 2015)

• Use value and Q function to assess action impact (Routley and Schulte, 2015; Liu 

and Schulte, 2018)
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Player Ranking
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• Top-10 offensive and defensive players
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Player Ranking
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• No obvious bias to player position (top-50)
• SI : 0 / 50 defensive players

• GIM : 1 / 50 defensive players

• Ours : 32 / 50 defensive players
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Correlation with Success Measures
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Temporal Consistency

• Correlation between first n round value and Assists, Points, Goals

• Auto-correlation: first n round with entire season value



• Inverse reinforcement learning is a technique to infer reward for agent 
that explain its behavior

• Two innovations for our multi-agent IRL
• Alternating learning reduces multi-agent to single-agent IRL

• Transfer knowledge between observed goals and uobsorved rewards

• Learn dense rewards and match observed behavior

• Can be used to value actions and players, with a promising player ranking
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Conclusions
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Thank you!


