
Rule-Enhanced Graph Learning
Ali Khazraee1 Abdolreza Mirzaei 1 2 Majid Farhadi 2 3 Parmis Naddaf 2 Kiarash Zahirnia 2 Mohammad Salameh 4 Kevin Cannons 4 Richard Mar 2 Mingyi Wu 2 Oliver Schulte 2

1Isfahan University of Technology, 2Simon Fraser University, 2University of Alberta, 4Huawei Technologies Ltd. 

ContribuCons

vA new objec)ve func)on for enhancing generaCve graph learning with domain 
knowledge represented by logical rules.

vA new matrix mul)plica)on algorithm for coun)ng the number of rule instances in 
a graph.

v  A new algorithm for es)ma)ng the expected number of rule instances for a 
VariaConal Graph Autoencoder model, based on matrix mulCplicaCon.

vTwo extensions of the previous VGAE model:
• VGAE+ generates node features and edge types.
• VGAE+R train a VGAE+ model that matches rule instance counts.

 !

VGAE+

System Overview

vRequirement: The expected rule instance count 
from the model should match the observed 
count in the training graph.

vGGM Training objec)ve: Maximize the GGM 
likelihood while ensuring rule moment matching.

vExample: Calculate the number of triangles in a 
graph using the third power of its adjacency 
matrix, 𝐴!.
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Reconstructed GraphVGAE Model
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v The VGAE+ model extends VGAE by adding decoders for node features and labels.
• comprehensive genera>ve model for a?ributed labeled graphs
• enabling the independent genera>on of links, features, and labels.

v Decoders: 
• Adjacency matrix decoder: Generates links based on node embeddings. (eq.1)
• Feature decoder: Generates node features from node embeddings. (eq.2)
• Label decoder: Generates node labels from node embeddings. (eq.3)

Matrix mul+plica+on method / VGAE+R
vVGAE+R : 
ℒ(𝜃, 𝜓, 𝜙) 	= KL(𝑞!(𝑧|𝑋, 𝐴)||𝑝(𝑧) − 𝐸"~$(𝑧|X,A)+	[α×ln𝑝%(A|z)	+	β×ln𝑝& + γ×ln𝑝! 𝐿 𝑧 	+ @𝜆 𝑘C
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vMoCf: A moCf in a graph, shown as a red line, is a repeated subgraph paPern represented by the rule. 

vRule: 𝐴𝑑𝑣𝑖𝑠𝑒𝑑𝐵𝑦 𝑠𝑡𝑢𝑑𝑒𝑛𝑡, 𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟 , 𝑇𝑎𝑢𝑔ℎ𝑡𝐵𝑦 𝑐𝑜𝑢𝑟𝑠𝑒, 𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟 , 𝑇𝑎𝑘𝑒𝐶𝑜𝑢𝑟𝑠𝑒(𝑠𝑡𝑢𝑑𝑒𝑛𝑡, 𝑐𝑜𝑢𝑟𝑠𝑒)
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v Enhancing deep genera-ve 
models with first-order logic 
rules.

v A kind of neuro-symbolic AI.
v Key idea is rule moment 

matching
v Algorithmic contribu>on: novel 

matrix mul>plica>on method for 
compu>ng the expected rule 
instance count of a Varia>onal 
Graph Autoencoder (VGAE).

Overview

ProposiCons

v  The expected conjuncCon count given a set of node 
embeddings can be computed as the conjuncCon count 
in the expected graph. (eq1)

vThe (𝑢,𝑣)-th entry of 𝑂" counts the number of  
groundings of a centered chain conjuncCon ϕ	of length 
𝑘 in a graph 𝐺	where 𝑈# = 𝑢 and 𝑉$ = 𝑣. Therefore

First Order Logic Rules
v  Different enhancement methodologies are appropriate for different types of 

knowledge (e.g., knowledge from models, humans, external sources).
vWe leverage knowledge from First Order Logic rules.
vAn example rule would be “if person 𝑋 works in city 𝑌, then 𝑋 lives in city 𝑌 ( with 

probability 𝑝)
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Results – Node ClassificaCon

Results – Link Prediction

Results – Graph Realism

Results – Count Distance

vSystem Components: Integrates 
SRL with deep GGMs.
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