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Database Tables 

Student	  
s-‐id	   Intelligence	   Ranking	  
Jack	   ???	   1	  
Kim	   2	   1	  
Paul	   1	   2	  

Professor	  

p-‐id	   Popularity	   Teaching-‐a	  

Oliver	   3	   1	  

Jim	   2	   1	  

Course	  

c-‐id	   Ra:ng	   Difficulty	  

101	   3	   1	  

102	   2	   2	  

A Hierarchy of Independence Assumptions 

Link-based Classification 
Target table: Student 
Target entity: Jack 
Target attribute (class): Intelligence 

•  Tables for Entities, Relationships 
•  Can visualize as network 

Registra?on	  
s-‐id	   c.id	   Grade	   Sa?sfac?on	  
Jack	   101	   A	   1	  

Jack	   102	   B	   2	  
Kim	   102	   A	   1	  
Paul	   101	   B	   1	  

101 Jack 

Ranking = 1 Diff = 1 

Registration 
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Extended Database Tables 

A Hierarchy of Independence Assumptions 

s-‐id	   c.id	   Grade	   Sa?sfac?on	   Intelligence	   Ranking	   Ra?ng	   Difficulty	  
Jack	   101	   A	   1	   ???	   1	   3	   1	  

Jack	   102	   B	   2	   ???	   1	   2	   2	  
Kim	   102	   A	   1	   2	   1	   2	   2	  
Paul	   101	   B	   1	   1	   2	   3	   1	  

Student	  
s-‐id	   Intelligence	   Ranking	  
Jack	   ???	   1	  
Kim	   2	   1	  
Paul	   1	   2	  

Course	  

c-‐id	   Ra:ng	   Difficulty	  

101	   3	   1	  

102	   2	   2	  

Registra?on	  
s-‐id	   c.id	   Grade	   Sa?sfac?on	  
Jack	   101	   A	   1	  

Jack	   102	   B	   2	  
Kim	   102	   A	   1	  
Paul	   101	   B	   1	  
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Multi-Relational Classifiers 

A Hierarchy of Independence Assumptions 

Aggregate 
relational features 

Propositionalization 
Example: use average grade 
Disadvantages: 
•  loses information 
•  slow to learn (up to several CPU days) 

Log-Linear Models 
Example:  
1.  use number of A,s number of Bs,…  
2.  ln(P(class)) = Σ xi wi – Z 
Disadvantage: slow learning 

Count relational 
features 

Log-Linear Models With Independencies 
+  Fast to learn 
−Independence Assumptions may be only approximately true 

+ Independence 
Assumptions 
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Independence Assumptions 

A Hierarchy of Independence Assumptions 
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Naive Bayes: 
non-class attributes are 
independent of each other, given 
the target class label. 

s-‐id	   c.id	   Grade	   Sa?sfac?on	   Intelligence	   Ranking	   Ra?ng	   Difficulty	  
Jack	   101	   A	   1	   ???	   1	   3	   1	  

Jack	   102	   B	   2	   ???	   1	   2	   2	  
Kim	   102	   A	   1	   2	   1	   2	   2	  
Paul	   101	   B	   1	   1	   2	   3	   1	  

Legend: Given the blue information, 
the yellow columns are independent. 

Independence Assumptions:  
Naïve Bayes 

A Hierarchy of Independence Assumptions 
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Path Independence: 
Links/paths are independent 
of each other, given the 
attributes of the linked entities. 

Naive Bayes: 
non-class attributes are 
independent of each other, given 
the target class label. 

s-‐id	   c.id	   Grade	   Sa?sfac?on	   Intelligence	   Ranking	   Ra?ng	   Difficulty	  
Jack	   101	   A	   1	   ???	   1	   3	   1	  

Jack	   102	   B	   2	   ???	   1	   2	   2	  
Kim	   102	   A	   1	   2	   1	   2	   2	  
Paul	   101	   B	   1	   1	   2	   3	   1	  

Legend: Given the blue information, 
the yellow rows are independent. 

Path Independence 
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Path Independence: 
Links/paths are independent 
of each other, given the 
attributes of the linked entities. 

Influence Independence: 
Attributes of the target entity are 
independent of attributes of related 
entities, given the target class label. 
 

Naive Bayes: 
non-class attributes are 
independent of each other, given 
the target class label. 

Path-Class Independence: 
the existence of a link/path is 
independent of the class label. 

s-‐id	   c.id	   Grade	   Sa?sfac?on	   Intelligence	   Ranking	   Ra?ng	   Difficulty	  
Jack	   101	   A	   1	   ???	   1	   3	   1	  

Jack	   102	   B	   2	   ???	   1	   2	   2	  
Kim	   102	   A	   1	   2	   1	   2	   2	  
Paul	   101	   B	   1	   1	   2	   3	   1	  

Legend: Given the blue information, 
the yellow columns  
are independent from  
the orange columns 

 
Influence Independence 
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Classification Formulas 
�  Can rigorously derive log-linear prediction formulas from 

independence assumptions. 
�  Path Independence:  

predict max class for: log(P(class|target attributes)) +  
sum over each table, each row:  
[log(P(class|information in row)) – log(P(class|target atts))] 

�  PI + Influence Independence: 
predict max class for: log(P(class|target attributes)) +  
sum over each table, each row:  
[log(P(class|information in row)) – log(prior P(class))] 

A Hierarchy of Independence Assumptions 
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Relationship to Previous Formulas 

Assumption Previous Work with Classification 
Formula 

Path Independence none; our new model. 

PI + Influence Independence Heterogeneous Naive Bayes Classifier 
Manjunath et al. ICPR 2010. 

PI + II + Naive Bayes Exists + Naive Bayes (single relation only) 
Getoor, Segal, Taskar, Koller 2001 

PI + II + NB + Path-Class Multi-relational Bayesian Classifier 
Chen, Han et al. Decision Support Systems 2009 

A Hierarchy of Independence Assumptions 
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Evaluation 

A Hierarchy of Independence Assumptions 
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Data Sets and Base Classifier 

Biopsy Patient 
Out-Hosp 

In-Hosp 

Interferon 

Hepatitis 

Country 

Borders 

Continent 

Country2 

Economy 

Government 
Mondial 

Loan Account 
Order 

Transaction 

Disposition District 

Card Client Financial 

•  Standard Databases 
KDD Cup, UC Irvine 

•  MovieLens not shown. 

Classifier 
•  Can plug in any single-

table probabilistic base 
classifier with 
classification formula .  

•  We use Bayes nets. 
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Qualitative part:  
Directed acyclic graph 

(DAG) 
•  Nodes - random vars.  
•  Edges - direct influence 

Quantitative part:  
Set of conditional probability 
distributions 

0.9 0.1 
e 

b 
e 

0.2 0.8 

0.01  0.99 
0.9 0.1 

b e 

b 
b 

e 

B E P(A | E,B) 
Family of Alarm 

Earthquake 

Radio 

Burglary 

Alarm 

Call 

Compact representation of joint probability 
distributions via conditional independence 

Together: 
Define a unique distribution in a 
factored form 

)|()|(),|()()(),,,,( ACPERPEBAPEPBPRCAEBP =

What is a Bayes net? 

Figure from N. Friedman 
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Independence-Based Learning is 
Fast 

A Hierarchy of Independence Assumptions 

Mondial Database. This dataset contains data from mul-
tiple geographical web data sources [24]. We predict the re-
ligion of a country as Christian (positive) with 114 instances
vs. all other religions with 71 instances. We followed the
modification of [30].

B. Experimental Design

We compared the following multi-relational classifiers
using 10 fold cross validation.
PIC (Path Independence Classifier) Bayes net learner with
only the path independence assumption; see Formula 3.
HNBC (Heterogeneous Naive Bayes Classifier) see Ta-
ble III(1): Bayes net learner with the additional assumption
of independency between attributes across tables .
E-NB (Exists+Naive Bayes) see Table III(2): Relational
Naive Bayes Classifier with path-class dependencies.
MRNBC (Multi Relational Naive Bayesian Classifier)
Relational Naive Bayes Classifier with the combination of
the four independence assumptions.
MLN (Markov Logic network) We used the state-of-the-art
learn-and-join (LAJ) structure learning algorithm for MLNs
[29], default discriminative parameter learning and MC-
SAT inference algorithm implemented in the open-source
Alchemy package [19]. We used the LAJ algorithm because
its predictive accuracy outperforms other MLN structure
learning algorithms.
Tilde (Top-Down Induction of First-Order Logical Deci-
sion Trees) Tilde is a multi-relational decision tree classifier
[3]. Tilde is implemented in the ACE data mining system
[2]. We ran Tilde with the default setting.

To learn the structure under the path independence and
influence independence assumptions, for a single table Bayes
net learner we apply the GES search algorithm [6]. We use
a generative learner because the Exists+NB and MRNBC
classifiers are generative models, so our experiments avoid
conflating the impact of different independence assumptions
with the impact of generative vs. discriminative training. For
parameter learning, we use the standard maximum likelihood
estimates (empirical frequencies) for generative models.

C. Results

We first consider training time for the models, then their
classification performance.

1) Runtimes: Table V reports the combined runtimes of
the structure learning and parameter learning of different
algorithms. Under the influence independence resp. Naive
Bayes assumptions, the structure learning runtime is basi-
cally the sum of the runtimes for applying the single-table
Bayes net learner resp. Naive Bayes learner to different join
tables. For MLN, the runtime is calculated by adding the
structure learning time of the learn-and-join algorithm with
the parameter learning time of the Alchemy package. NT
stands for “Not Terminated“ within 72 hours. For Tilde we
report the decision tree induction time. The Path Indepen-
dence Classifier allows for the most complex cross-table
dependencies and therefore takes the most time, but it is
still very fast even on fairly complex data sets like Financial

and MovieLens. Overall the independence-based methods are
much faster than the comparison methods, by 2 or 3 orders
of magnitude depending on the method and the dataset.

Bayes Net Classifiers Other Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde
Hepatitis 7.43 7.01 2.07 2.07 3902 853
Financial 28.31 23.21 15.01 15.01 NT 2429

MovieLens 25.32 17.67 5.31 5.31 960 1100
Mondial 5.41 5.08 1.89 1.89 5.44 0.3

TABLE V
TRAINING TIME OF DIFFERENT MODELS IN SECONDS. MONDIAL NEEDS

TO BE CHECKED.

2) Classification Performance: Our performance mea-
sures are accuracy (percentage of correctly classified target
instances), f-measure, and Area-Under-Curve (AUC), shown
in Table VI. The F-measure is defined as [33, p.146]

2(True Positive)
2(True Positive) + (False Positive) + (False Negative)

.

For the multi-class problems, we report only accuracy, since
there is no standard way to extend F-measure and AUC to
multi-class problems [9], and since the three measures are
highly correlated on the binary class problems.

Accuracy Bayes Net Classifiers Reference Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde

Hepatitis 0.80 0.78 0.78 0.74 0.77 0.61
Financial 0.91 0.90 0.89 0.81 NT 0.89

MovieLens 0.66 0.57 0.53 0.50 0.484 0.48
Mondial 0.85 0.82 0.78 0.82 0.76 0.71

F-measure Bayes Net Classifiers Reference Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde

Hepatitis 0.78 0.76 0.75 0.76 0.68 0.59
Financial 0.91 0.88 0.84 0.81 NT 0.88
Mondial 0.82 0.77 0.78 0.75 0.75 0.78

AUC Bayes Net Classifiers Reference Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde

Hepatitis 0.85 0.83 0.83 0.83 0.78 0.61
Financial 0.85 0.85 0.85 0.82 NT 0.69
Mondial 0.9 0.89 0.83 0.81 0.82 0.75

TABLE VI
PREDICTIVE PERFORMANCE OF DIFFERENT CLASSIFIERS BY

EVALUATION METRIC.

We make the following observations from our experimen-
tal results.

1) The independence-based methods as a whole outper-
form the alternative approaches (MLN and Tilde).

2) The general Bayes net classifier with the Path Inde-
pendence assumption achieves the best classification
performance compared to the other Bayes net relational
classifiers.

3) A consistent improvement in accuracy results from not
using the path-class independence assumption. This
suggests that taking into account correlations between
the class label and the existence of links is beneficial.

Training Time in seconds 

weakest 
assumption 

strongest 
assumption 



16/18 

Independence-Based Models are 
Accurate 

A Hierarchy of Independence Assumptions 

Mondial Database. This dataset contains data from mul-
tiple geographical web data sources [?]. We predict the reli-
gion of a country as Christian (positive) with 114 instances
vs. all other religions with 71 instances. We followed the
modification of [?].

B. Experimental Design

We compared the following multi-relational classifiers
using 10 fold cross validation.
PIC (Path Independence Classifier) Bayes net learner with
only the path independence assumption; see Formula 3.
HNBC (Heterogeneous Naive Bayes Classifier) see Ta-
ble III(1): Bayes net learner with the additional assumption
of independency between attributes across tables .
E-NB (Exists+Naive Bayes) see Table III(2): Relational
Naive Bayes Classifier with path-class dependencies.
MRNBC (Multi Relational Naive Bayesian Classifier)
Relational Naive Bayes Classifier with the combination of
the four independence assumptions.
MLN (Markov Logic network) We used the state-of-the-art
learn-and-join (LAJ) structure learning algorithm for MLNs
[25], default discriminative parameter learning and MC-
SAT inference algorithm implemented in the open-source
Alchemy package [17]. We used the LAJ algorithm because
its predictive accuracy outperforms other MLN structure
learning algorithms.
Tilde (Top-Down Induction of First-Order Logical Deci-
sion Trees) Tilde is a multi-relational decision tree classifier
[2]. Tilde is implemented in the ACE data mining system
[1]. We ran Tilde with the default setting.

To learn the structure under the path independence and
influence independence assumptions, for a single table Bayes
net learner we apply the GES search algorithm [5]. We use
a generative learner because the Exists+NB and MRNBC
classifiers are generative models, so our experiments avoid
conflating the impact of different independence assumptions
with the impact of generative vs. discriminative training. For
parameter learning, we use the standard maximum likelihood
estimates (empirical frequencies) for generative models.

C. Results

We first consider training time for the models, then their
classification performance.

1) Runtimes: Table V reports the combined runtimes of
the structure learning and parameter learning of different
algorithms. Under the influence independence resp. Naive
Bayes assumptions, the structure learning runtime is basi-
cally the sum of the runtimes for applying the single-table
Bayes net learner resp. Naive Bayes learner to different join
tables. For MLN, the runtime is calculated by adding the
structure learning time of the learn-and-join algorithm with
the parameter learning time of the Alchemy package. NT
stands for “Not Terminated“ within 72 hours. For Tilde we
report the decision tree induction time. The Path Indepen-
dence Classifier allows for the most complex cross-table
dependencies and therefore takes the most time, but it is
still very fast even on fairly complex data sets like Financial

and MovieLens. Overall the independence-based methods are
much faster than the comparison methods, by 2 or 3 orders
of magnitude depending on the method and the dataset.

Bayes Net Classifiers Other Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde
Hepatitis 7.43 7.01 2.07 2.07 3902 853
Financial 28.31 23.21 15.01 15.01 NT 2429

MovieLens 25.32 17.67 5.31 5.31 960 1100
Mondial 5.41 5.08 1.89 1.89 5.44 0.3

TABLE V
TRAINING TIME OF DIFFERENT MODELS IN SECONDS. MONDIAL NEEDS

TO BE CHECKED.

2) Classification Performance: Our performance mea-
sures are accuracy (percentage of correctly classified target
instances), f-measure, and Area-Under-Curve (AUC), shown
in Table VI. The F-measure is defined as [?, p.146]

2(True Positive)
2(True Positive) + (False Positive) + (False Negative)

.

For the multi-class problems, we report only accuracy, since
there is no standard way to extend F-measure and AUC to
multi-class problems [?], and since the three measures are
highly correlated on the binary class problems.

Accuracy Bayes Net Classifiers Reference Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde

Hepatitis 0.80 0.78 0.78 0.74 0.77 0.61
Financial 0.91 0.90 0.89 0.81 NT 0.89

MovieLens 0.66 0.57 0.53 0.50 0.484 0.48
Mondial 0.85 0.82 0.78 0.82 0.76 0.71

F-measure Bayes Net Classifiers Reference Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde

Hepatitis 0.78 0.76 0.75 0.76 0.68 0.59
Financial 0.91 0.88 0.84 0.81 NT 0.88
Mondial 0.82 0.77 0.78 0.75 0.75 0.78

AUC Bayes Net Classifiers Reference Methods
Dataset PIC HNBC E-NB MRNBC MLN Tilde

Hepatitis 0.85 0.83 0.83 0.83 0.78 0.61
Financial 0.85 0.85 0.85 0.82 NT 0.69
Mondial 0.9 0.89 0.83 0.81 0.82 0.75

TABLE VI
PREDICTIVE PERFORMANCE OF DIFFERENT CLASSIFIERS BY

EVALUATION METRIC.

We make the following observations from our experimen-
tal results.

1) The independence-based methods as a whole outper-
form the alternative approaches (MLN and Tilde).

2) The general Bayes net classifier with the Path Inde-
pendence assumption achieves the best classification
performance compared to the other Bayes net relational
classifiers.

3) A consistent improvement in accuracy results from not
using the path-class independence assumption. This
suggests that taking into account correlations between
the class label and the existence of links is beneficial.

•  Similar results for F-measure, Area 
Under Curve 

weakest 
assumption 

strongest 
assumption 
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Conclusion 
�  Several plausible independence assumptions/classification 

formulas investigated in previous work. 
� Organized in unifying hierarchy. 

�  New assumption: multi-relational path independence. 
� most general, implicit in other models. 

�  Big advantage: Fast scalable simple learning.  
�  Plug in single-table probabilistic classifier. 

�  Limitation: no pruning or weighting of different tables. 
Can use logistic regression to learn weights (Bina, Schulte et 
al. 2013).  

Bina, B.; Schulte, O.; Crawford, B.; Qian, Z. & Xiong, Y.  
“Simple decision forests for multi-relational classification”,  Decision Support Systems, 2013  
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Thank you! 

A Hierarchy of Independence Assumptions 

�  Any questions? 


