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« 2.8M events, > 600K play sequences. o » Jason Spezza has high goal impact, low plus-minus.
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* (Goal Impact scores correlate with points.




