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Abstract

In this paper we present LatentBoost, a novel learning algorithm for training models
with latent variables in a boosting framework. This algorithm allows for training of
structured latent variable models with boosting. The popular latent SVM framework
allows for training of models with structured latent variables in a max-margin framework.
LatentBoost provides an analogous capability for boosting algorithms. The effectiveness
of this framework is highlighted by an application to human action recognition. We show
that LatentBoost can be used to train an action recognition model in which the trajectory
of a person is a latent variable. This model outperforms baselines on a variety of datasets.

1 Introduction
In this paper we describe a novel boosting algorithm with latent variables, applied to human
action recognition. Consider the problem of recognizing an action such as running in a
surveillance video. A typical approach involves first detecting and tracking people, followed
by classification. However, accurate tracking is challenging. As illustrated in Fig. 1, trackers
will suffer from jitter, especially when people are performing varied actions. Since accurate
tracking is not a direct end-goal of action recognition, it is natural to consider tracking as a
latent variable and train a model focused on action recognition.

Recently, the latent SVM [6] has proven effective for modelling latent variables in a
variety of vision tasks. One view on its success is the argument that alignment or registration
of data can be performed using latent variables. From the learning perspective, this is a
version of the multiple instance learning framework. The latent SVM is a variant of the
mulitple instance SVM (MI-SVM) [1]. The latent SVM explicitly models the structure of
the latent variables that standard MI-SVM does not.

A similar vein can be followed in the boosting literature. Boosting algorithms have been
widely used for visual recognition, e.g. the Viola-Jones face detector [16]. A multiple in-
stance learning variant of boosting algorithm was developed in [17] to handle imperfections
in labeling face locations on the training data. A similar model was later used for visual
tracking [2]. The latent variables in these models are simply the location of a face in an
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Figure 1: Typical tracklets from the TRECVID dataset. The first row consists two 5-frames
tracklets of running people. The second row consists two 5-frames tracklets of not-running
people.

image. In our model, however, the latent variables can have much more complex structures,
e.g. the space-time locations of a person in a track.

Boosting algorithms have desirable properties, for instance the ability to use many non-
linear weak learners and features, and avoiding the need to set SVM slack-tradeoff (C) pa-
rameters for large numbers of features. A boosting algorithm that allows for structured latent
variables has potential to be useful for a variety of recognition problems. Hence, in this pa-
per we develop a boosting algorithm for training models with structured latent variables.
We show that this approach is competitive, and outperforms comparable boosting-based ap-
proaches for human action recognition.

Human action recognition is a very active area of research. Weinland et al. [19], Turaga
et al. [15], and Poppe [12] provide recent surveys. We review closely related work be-
low. Probabilistic models with latent variables, such as the hidden conditional random field
(hCRF) [13], have been explored for action recognition. Wang and Mori [18] develop a
similar model to ours, yet with max-margin and probabilistic learning criteria different from
our boosting approach. Boosting algorithms are commonly used in action recognition. For
example, Laptev and Pérez [10] learn a cascade of boosted action classifiers to detect actions
in movies. Fathi and Mori [5] and Kim and Cipolla [9] use boosting to select a subset of
features for discriminating between actions. Our focus is on an algorithm for incoporating
latent variables, different from these pieces of work.

2 Boosting with Latent Structures

In this section, we first briefly review GradientBoost algorithm proposed by Friedman [7] in
Sec. 2.1, which also serves as the baseline approach in our experiment. Then, we present our
LatentBoost algorithm in Sec. 2.2.

2.1 Multi-class GradientBoost [7]

Let us consider a classification problem with K classes. We denote a class label y as a length
K binary vector of all zeros with a single one for the corresponding class. For example, for
the k-th class, the class label y is written as y = [y1,y2, ...,yK ], where yk = 1 and yl = 0 for
all l 6= k. In GradientBoost, the goal is to learn a set of scoring functions {Fk(x)}K

k=1, one for
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each class. The probability pk(x) of an example x being class k can be defined as:

pk(x) =
exp(Fk(x))

∑
K
l=1 exp(Fl(x))

(1)

Given a set of N training examples {x(n),y(n)}N
n=1, GradientBoost learns the set of scoring

functions {Fk(x)}K
k=1 by minimizing the negative log-loss of the training data

lossGB =
N

∑
n=1

Ψ({y(n)k ,Fk(x(n))}K
k=1) =−

N

∑
n=1

K

∑
k=1

y(n)k log pk(x(n)). (2)

Under the boosting framework, the scoring function Fk(x) for the k-th class is assumed
to be a linear combination of so-called “weak learners”:

Fk(x) =
M

∑
m=1

ρk,mhk,m(x) (3)

where hk,m is the m-th weak learner for the k-th class, and ρk,m is the weight associated with
this weak learner. Let Fk,m(x) be the scoring function for the k-th class after m iterations. At
the m-th iteration of the gradient boosting algorithm, for the k-th class, a new weak learner
hk,m and its weight βk,m are obtained by solving the following optimization problem:

(βk,m,hk,m) = argmin
β ,h

N

∑
n=1

Ψ(y(n)k ,Fk,m−1(x(n))+βh(x(n))). (4)

Then the scoring function for the k-th class will be updated as: Fk,m(x) = Fk,m−1(x) +
βk,mhk,m(x). Let us define the functional gradient of the loss function with respect to the
current estimated Fk,m−1(x) (k = 1,2, ...,K) as

−gk,m(x(n))=−

∂Ψ({y(n)j ,Fj(x(n))}K
j=1)

∂Fk(x(n))


{Fj(x)=Fj,m−1(x)}Kj=1

= y(n)k − pk(x(n)), n= 1,2, ...,N

(5)
As noted in [7], h(x) is chosen from a finite size pool of weak learners, it usually can not
have the exact form as the function −g(x). One alernative approach is to select the h(x) that
is the most parallel in the N-dimensional data space with the negative gradient {−g(x(n))}N

1
by the following least-squares minimization problem:

hk,m = argmin
h

N

∑
n=1

[−gk,m(x(n))−h(x(n))]2 (6)

After hk,m is chosen, its weight ρk,m can be found by line search. Algorithm 1 illustrates the
K-class GradientBoost approach.

2.2 LatentBoost
In discriminative latent structure learning frameworks (i.e. latent SVM [6] or HCRF [13]),
each training sample is usually assumed to be associated with a set of latent variables. The
latent variables can be structured in some way. For example, in Sec. 3, we consider person
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Algorithm 1 K-class GradientBoost
1: Fk,0 = 0, k = 1, . . . ,K
2: for m = 1 to M do
3: pk(x) = exp(Fk(x))/∑

K
l=1 exp(Fl(x)), k = 1, . . . ,K

4: for k = 1 to K do
5: −gk,m(x(n)) = y(n)k − pk(x(n)), n = 1, . . . ,N
6: hk,m = argminh ∑

N
n=1[−gk,m(x(n))−h(x(n))]2

7: ρk,m = argminρ ∑
N
n=1 Ψ(y(n)k ,Fk,m−1(x(n))+ρhk,m(x(n)))

8: Fk,m = Fk,m(x)+ρk,mhk,m(x)
9: end for

10: end for

tracks as latent variables, which are constrained by a chain structure. We emphasize that our
LatentBoost algorithm is not limited to this chain structure but can be easily generalized to
other types of latent structures.

We assume that an example (x,y) is associated with a set of latent variables L= {l1, l2, . . . , lT},
where each latent variable takes its value from a discrete set, i.e. lt ∈L 1. We assume these
latent variables are constrained by an undirected graph structure G = (V ,E ), where V and
E denote vertices and edges in the graph G , respectively. For a fixed L, the scoring function
of the (x,L) pair for the k-th class can be written as the sum of a set of unary and pairwise
potential functions:

Fk(x,L) = ∑
t∈V

Ht
k(x, lt)+ ∑

(t,s)∈E
Ht,s

k (x, lt , ls) (7)

Under the boosting framework, we define Ht
k(x, lt) and Ht,s

k (x, lt , ls) as linear combinations
of weak learners:

Ht
k(x, lt) =

M

∑
m=1

ρ
t
k,mht

k,m(x, lt) (8)

Ht,s
k (x, lt , ls) =

M

∑
m=1

ρ
t,s
k,mht,s

k,m(x, lt , ls) (9)

Similar to GradientBoost, we define the probability of an example x being class k as:

p̂k(x) =
∑L exp(Fk(x,L))

∑L ∑
K
l=1 exp(Fl(x,L))

(10)

The difference (comparing Eq. 1 and Eq. 10) from GradientBoost is that now we need to
sum over L since they are latent variables. Similarly, we can define the loss function for
LatentBoost as the negative log-likelihood of the training data:

lossLB =
N

∑
n=1

Ψ({y(n)k ,Fk(x(n),L)}K
k=1) =−

N

∑
n=1

K

∑
k=1

yk log p̂(n)k (x(n)) (11)

1To simplify notation, we assume the same set L . But our formulation can be generalized so that each latent
variable is associated with a different label set.
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Similar to GradientBoost, we learn the weak learners (both unary and pairwise) and their
associated weights in an iterative fashion. Let us first focus on the unary potential Ht

k(x, lt).
At the m-th iteration, the gradient of the loss function lossLB with respect to current strong
learners can be calculated as:

−gt
k,m(x

(n), lt) = −

∂Ψ({y(n)j ,Fj(x(n),L)}K
j=1)

∂Ht
k(x(n), lt)


{Fj(x,L)=Fj,m−1(x,L)}Kj=1

= y(n)k
∑L:lt exp(Fk,m−1(x(n),L))
∑L exp(Fk,m−1(x(n),L))

− ∑L:lt exp(Fk,m−1(x(n),L))
∑

K
j=1 ∑L exp(Fj,m−1(x(n),L))

= y(n)k Pr(lt |x(n))−Pr(y(n)k = 1, lt |x(n)) (12)

Then, we can obtain the optimal weak learner ht
k,m(x, lt) by solving the following least-

squares minimization problem:

ht
k,m = argmin

ht

N

∑
n=1

∑
lt∈L

[−gt
k,m(x

(n), lt)−ht(x(n), lt)]2 (13)

Similarly, the negative gradient for the pairwise term is as follows:

−gt,s
k,m(x

(n), lt , lq) = −

∂Ψ({y(n)j ,Fj(x(n),L)}K
j=1)

∂Ht,s
k (x(n), lt , ls)


{Fj(x,L)=Fj,m−1(x,L)}Kj=1

= y(n)k Pr(lt , ls|x(n))−Pr(y(n)k = 1, lt , ls|x(n)) (14)

where the marginal distributions Pr(lt |x(n)), Pr(y(n)k = 1, lt |x(n)), Pr(lt , ls|x(n)) and Pr(y(n)k =

1, lt , ls|x(n)) can be computed efficiently by using Belief Propagation (or be approximated by
using Loopy Belief Propagation if the latent structure has loops).

The weights ρ t
k,m and ρ

t,s
k,m can be simply computed by a line search algorithm. Putting

everything together, we have the LatentBoost algorithm illustrated in Algorithm 2.

3 LatentBoost for Human Action Recognition
We test LatentBoost on the task of human action recognition. In Sec. 3.1, we describe
the LatentBoost model we implement. In Sec. 3.2, we describe the features we use and
implementation details of LatentBoost.

3.1 Model
Our method for human action recognition operates on a “figure-centric” representation of the
human figure extracted from an input video. The figure-centric representation is obtained by
running a human detection/tracking algorithm over the input video. We use the term tracklet
to denote short 5-frame long human trajectories returned by our tracker. Our method will
operate on these tracklets, and classify them into one of K actions.

A tracklet is denoted by 5 tuples xt = (It ,ut ,vt), t = 1, . . . ,5 where It is the image feature
and (ut ,vt) are the position of person in the t-th frame of the tracklet. Since the tracker is
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Algorithm 2 LatentBoost
1: Fk,0 = 0, k = 1, . . . ,K
2: for m = 1 to M do
3: Compute Pr(lt |x(n)), Pr(y(n)k = 1, lt |x(n)), Pr(lt , ls|x(n)) and Pr(y(n)k =

1, lt , ls|x(n)) ∀n,∀t ∈ V ,∀(t,s) ∈ E
4: for k = 1 to K do
5: //update unary potentials
6: for t ∈ V do
7: ht

k,m = argminht ∑
N
n=1 ∑lt [−gt

k,m(xn, lt)−ht(x(n), lt)]2

8: ρ t
k,m = argminρt ∑

N
n=1 Ψ(y(n)k ,ht

k,m−1(x
(n), lt)+ρ tht

k,m(x
(n), lt))

9: F t
k,m(x, lt) = F t

k,m−1(x, lt)+ρ t
k,mht

k,m(x, lt)
10: end for
11: //update pairwise potentials
12: for (t,s) ∈ E do
13: ht,s

k,m = argminht,s ∑
N
n=1 ∑lt ,ls [−gt,s

k,m(x
(n), lt , ls)−ht,s(x(n), lt , ls)]2

14: ρ
t,s
k,m = argminρt,s ∑

N
n=1 Ψ(y(n)k ,F t,s

k,m−1(x
(n), lt , ls)+ρ t,sht,s

k,m(x
(n), lt , ls))

15: F t,s
k,m(x, lt , ls) = F t,s

k,m−1(x, lt , ls)+ρ
t,s
k,mhs,t

k,m(x, lt , ls)
16: end for
17: end for
18: end for

not completely reliable, we allow each frame of a tracklet to move around in a fixed range
with respect to its initial position from the tracker. This will provide some robustness against
imperfections of the tracker. We denote the offset of the frame t in a tracklet using a latent
variable lt ∈ L . This results in five latent variables per tracklet. We define an offset as
lt = (dx,dy) within a fixed range W , so that L = {(dx,dy)| −W ≤ dx,dy ≤W}. After
applying an offset in a latent variable lt , we can refine the position of the person in frame t
of a tracklet in a video.

We assume these five latent variables to form a chain structure, as showing in Fig. 2. For
each frame of a tracklet, we will define unary features that can be used to classify the action
of a person. As described below, in our implementation these will be based on optical flow
values in the frame. These features will depend on the latent variable for a frame, which
provides the offset to refine the position of the person.

In addition, we will define a set of pairwise features in our model that relate variables in
adjacent frames of a tracklet. These features will be used to enforce appearance consistency,
a tracking constraint, over the values of adjacent offset latent variables lt and lt+1. These
features will be based on colour similarity in our implementation. Since the model forms a
chain structure, the marginal distributions in Eqs. 12 and 14 can be computed efficiently via
belief propagation.

3.2 Features and Implementation Details

Our model is built upon the optical flow features in [4] and colour histogram features. The
optical flow features are for the unary potentials in the model to describe motions, and they
have been shown to perform reliably with noisy image sequences for action classification.
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Figure 2: Illustration of the LatentBoost model. Each circle corresponds to a variable, and
each square corresponds to a factor in the model. x1 to x5 are the variables representing
frame 1 to frame 5 in a tracklet, and l1 to l5 are the latent variables representing the offset of
each frame in a tracklet.

The colour histogram features are used by the pairwise potentials. They impose tracking
constraints between two consecutive frames.

Optical flow features: To compute the optical flow features, we use entire frames from
the input video instead of just the stabilized human figure in the tracklets in order to obtain
absolute human figure motion. The Lucas and Kanade [11] algorithm is employed to com-
pute the optical flow of each frame. Following [4], the optical flow vector field is then split
into 4 scalar fields channels corresponding to different flow directions, and blurred. We add
another channel corresponding to the motion magnitude which is obtained by computing the
L2 norm of an optical flow vector.

One optical flow feature f j(xt) is defined as the motion in a channel c at a location (u,v).
Let U = { f j(xt) : j = (c,u,v)} be the pool of possible optical flow features. A weak learner
ht used in a unary potential Ht

k(·) picks one of the features f j ∈U :

ht
j(xt , lt) =

{
1 if p j f j(xt + lt)< p jθ j
−1 otherwise (15)

where the operation + denotes applying the tracker offset in lt to the position of the person
in xt .

Colour histogram features: The pairwise features in our model are built from compar-
ing colour histograms. We compare the colour histograms in sub-windows of the tracklets to
enforce a tracking constraint between adjacent person locations.

One colour histogram feature f j(xt ,xt+1) is defined as the difference between colour
histograms in rectangular sub-windows taken from adjacent frames. Let P = { f j(xt ,xt+1)}
denote the pool of possible colour histogram features, with j enumerating over a set of image
sub-windows. In our experiments we use image sub-windows of fixed size (i.e. 15×15).

A weak learner ht,t+1
j on pairwise potential Ht,t+1

k (·) picks one of the features f j ∈P:

ht,t+1
j (xt ,xt+1, lt , lt+1) =

{
1 if p j f j(xt + lt ,xt+1 + lt+1)< p jθ j
−1 otherwise (16)

again using the same + notation as above.
The weak learners in Eq. (15) and (16) are decision stumps. Each weak learner consists

of a feature f j, a threshold θ j, and a parity p j indicating the direction of the inequality sign.
Line search: The optimal ρ t

k and ρ
t,s
k , which are the weights of ht

k and ht,s
k respectively,

are computed by a line search algorithm. However, there is no closed form solution to the
optimization problem. Our approach is to approximate them with a single Netwon-Raphson
step similar to the one in [7].
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pre-frame pre-video

LatentBoost 0.95 1.0
GradientBoost 0.93 0.97
MMHCRF [18] 0.93 1.0

HCRF [18] 0.90 0.97

Table 1: Comparison of classification accuracy with similar baselines on the Weizmann
dataset.

(a) (b) (c) (d) (e) (f) (g) (h) (i)

Figure 3: The representation of the positive optical flow features from the final LatentBoost
classifier for the Weizmann dataset. The red arrows are from the first 4 directional motion
channels, and the blue points are from the motion magnitude channel. (a) bend, (b) jack, (c)
jump, (d) pjump, (e) run, (f) side, (g) walk, (h) wave1, (i) wave2.

4 Experiments
We present experimental results on two publicly available datasets: Weizmann human action
dataset [3] and TRECVID surveillance event detection [14]. We show that LatentBoost out-
performs a baseline using GradientBoost (Sec. 2.1) in these two datasets. Both LatentBoost
and GradientBoost are trained with the same set of features including both optical flow fea-
tures and colour histogram features. For GradientBoost, we fix the latent variable to be zeros
(i.e. (dx = 0,dy = 0)), which corresponds to the case of no latent variables.

Weizmann dataset: We first present results on the Weizmann dataset, which is a stan-
dard benchmark dataset for action recognition. It consists of 83 videos showing nine differ-
ent people, each performing nine different actions: running, walking, jumping jack, jumping
forward on two legs, jumping in place on two legs, galloping sideways, waving two hands,
waving one hand, and bending.

We track and stabilize the figures using the background subtraction masks that come with
the dataset. We randomly choose videos of five subjects as the training set, and the videos
of the remaining four subjects as the test set. We allow each frame in a tracklet to have an
offset of at most 25 pixel locations centred around its initial position in the tracklet.

We compare LatentBoost with GradientBoost and the work in [18]. The comparative re-
sults are shown in Table 4. LatentBoost achieves the typical near-perfect results, and slightly
outperforms GradientBoost, max-margin hCRF (MMHCRF) and probabilistic hCRF in [18].
A visualization of the positive optical flow features in the final LatentBoost model is shown
in Fig. 3. These experiments provide evidence for the effectiveness of our LatentBoost-
based action recognition model, albeit on a very simple dataset. Therefore, we focus next on
the much more challenging TRECVID dataset.

TRECVID dataset: The Weizmann dataset is relatively simple and the peformance on
this dataset has already saturated. To further demonstrate our model, we have applied it on a
much more challenging dataset from the TRECVID surveillance event detection challenge.
The dataset consists of surveillance camera footage acquired at London Gatwick airport. The
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Figure 4: Comparison of GradientBoost with our LatentBoost on the TRECVID dataset. (a)
The DET curves of the two methods. (b) The minimum DCR scores of the two methods.
(c) Examples of running detection in the TRECVID dataset. Note that the DET curve is the
lower the better and the minimum DCR score is also the lower the better. Please zoom in for
a clear view of the plot.

dataset is large in scale. There are 5 fixed-view surveillance cameras, and each camera has
10 videos, each 2 hours long. The TRECVID chalenge aims to locating the starting/ending
frame during which one of the following 7 events occurs: PersonRuns, CellToEar, ObjectPut,
PeopleMeet, PeopleSplitUp, Embrace, and Pointing.

To test our algorithm, we focus on the PersonRuns event and use the videos from camera
5. We follow the same evaluation criteria of TRECVID event detection challenge. Note that
TRECVID is very challenging. The PersonRuns event is the only event for which state-of-
the-art algorithms can achieve reasonable performance (i.e. better than random guessing).
Most of the PersonRuns events from camera 5 are captured from a common, canonical side
view.

We randomly chose 5 videos of camera 5 as the training set, and the remaining videos of
camera 5 as the test set. To generate the positive training set, we first obtain the ground truth
video clips from the 5 training videos. Each ground truth video clip contains at least one
running subject. For each ground truth video clip, we run a tracker to generate all possible
tracklets, and then we manually select the tracklets containing a running person (the ground
truth provided in TRECVID dataset does not contain spatial localization). For the negative
training set, we randomly select not-running tracklets from the rest of the training videos.
The final training set consists of 800 running tracklets and 1800 not-running tracklets. Notice
that a person who is far from the camera is much smaller than a person who is close to the
camera in camera 5. We resize the frames of every tracklet to the same size (i.e. 29× 60
pixels), and use the resized tracklets to train both LatentBoost and GradientBoost. Similarly,
we also need to normalize the magnitude of optical flow features across all tracklets to the
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same size.
For this dataset, we again allow each frame in a tracklet to have an offset of at most

25 pixel locations centred around its initial position given by the tracker. After training the
classifiers, we apply them to the test videos. There are 10 hours of test videos in total.
The event detection system we use is a standard tracking-and-classification detection system
from the TRECVID Workshop 2010 [8]. It has three steps: a pre-processing step to detect
and track humans, classification, and a post-processing step for non-maximum suppression.
More details on the system can be found in the supplementary material.

The results are shown in Fig. 4 (a) and (b). Detection-Error Tradeoff (DET) curves
and minimum Detection Cost Ratio (DCR), a summary statistic, are shown. These are the
standard TRECVID evaluation criteria. Again, LatentBoost outperforms GradientBoost, this
time on a much challenging and realistic dataset. Examples of running detection are shown
in Fig. 4 (c).

5 Conclusion

In this paper, we have presented a novel boosting algorithm with latent variables, called
LatentBoost. The algorithm trains a K-class classifier and allows each data point to have a
structure of latent variables. Both unary and pairwise potentials in the latent structure are
learned by using gradient-descent in function space.

We have demonstrated that the latent boosting algorithm can be used for the task of
human action recognition. On the simplistic Weizmann dataset [3], LatentBoost outperforms
similar baseline methods: GradientBoost [7], MMHCRF [18], and probabilistic hCRF [18].
On the challenging TRECVID [14] dataset, LatentBoost outperforms GradientBoost [7] in
a complex event detection system. LatentBoost opens a new way to solve problems with a
structure of latent variables, which can be applied in a variety of applications.
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