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Outline 

•  Intro to class 
•  Administrative details 



Overview 

•  This class is about visual “recognition” 
– Objects: cups, cars, horses, … accordions to zebras 
– Textures: grass, leaves, dirt, water, … 
– Human figures: faces; whole body; elbows, wrists, 
knees,… 

– Human actions: running, jumping, waving, … 
– Places: office, city street, beach, jungle, … 

•  Goal is to provide view of state‐of‐art for these 
problems 



Objects 

•  What is “Object recognition?” 
–  overloaded term  •  Is there a car in this image? 

•  Object/image categorization 
•  Object category recognition 
•  Where is the car? 

•  Object localization 
•  Object detection 

•  Which car is it? 

•  Object recognition 
•  Object identification Pontiac Grand Prix 



Challenges in Recognition 

•  Intra‐class variation 
•  Object pose variation 
•  Background clutter 
•  Occlusion 
•  Lighting 



Object Recognition ‐ Shape 

•  Template matching using shape 

Berg et al. CVPR 05 



Object Recognition – Appearance 

•  Histograms of gradients 

Dalal and Triggs CVPR 05 



Object Recognition – Local Features 

•  D. Lowe SIFT (ICCV 99, IJCV 04) 



Fast Object Retrieval 

•  Stewenius + Nister, CVPR 06 
–  50,000 images at 8Hz (laptop) 

cf. SnapTell 



Object Recognition – Part‐based Models 

•  Constellation models 

•  Latent SVM 

Felzenszwalb et al. CVPR 08 

Fergus et al. CVPR 03 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Figure 6: A typical motorbike model with 6 parts. Note the clear

identification of the front and rear wheels, along with other parts

such as the fuel tank.
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Figure 7: A typical spotted cat model with 6 parts. Note the loose

shape model but distinctive “spotted fur” appearance.
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Figure 8: A typical airplane model with 6 parts.

Dataset Total

size of

dataset

Object

width

(pixels)

Motorbike

model

Face

model

Airplane

model

Cat

model

Motorbikes 800 200 92.5 50 51 56

Faces 435 300 33 96.4 32 32

Airplanes 800 300 64 63 90.2 53

Spotted Cats 200 80 48 44 51 90 .0

Table 2: A confusion table for a number of datasets. The di-

agonal shows the ROC equal error rates on test data across four

categories, where the algorithm’s parameters were kept exactly

the same, despite a range of image sizes and object types. The

performance above can be improved dramatically (motorbikes in-

crease to 95.0%, airplanes to 94.0% and faces to 96.8%) if feature
scale is adjusted on a per-dataset basis. The off-diagonal elements

demonstrate how good, for example, a motorbike model is at dis-

tinguishing between spotted cats and background images: 48% -

at the level of chance. So despite the models being inherently gen-

erative, they perform well in a distinctive setting.

Table 2 shows the performance of the algorithm across

the four datasets, with the learnt models illustrated in fig-

ures 5-8. Exactly the same algorithm settings are used for

all models. Note that the performance is above 90% for all

four datasets. In addition, the table shows the confusion

between models which is usually at the level of chance.

Table 3 compares the performance of the scale-invariant
models on unscaled images to that of the scale-variant mod-

els on the pre-scaled data. It can be seen that the drop

in performance is marginal despite a wide range of ob-

ject scales. In the case of the cars (rear) dataset, there is

a significant improvement in performance with the scale-



Photosynth 

•  Noah Snavely, Steven M. Seitz, Richard Szeliski, "Photo 
tourism: Exploring photo collections in 3D,” SIGGRAPH06 

Photo tourism video 



Textures 



Clothing Textures 



Human Figures 

•  Faces (Viola + Jones CVPR 01) 

Figure 10: Output of our face detector on a number of test images from the MIT+CMU test set.

25



Human Figures 

•  Implicit shape model 

Leibe et al. CVPR 05 



Leibe et al. CVPR 07 



Human Figures – Pose Estimation 

Mori and Malik, ECCV 02  



Human Actions 

Efros et al. ICCV 03 



Shechtman and Irani CVPR 05 



Real‐time Gesture Recognition 

Bayazit et al. MVA 09 



Places 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Abstract

We propose a novel approach to learn and recognize nat-
ural scene categories. Unlike previous work [9, 17], it does
not require experts to annotate the training set. We repre-
sent the image of a scene by a collection of local regions,
denoted as codewords obtained by unsupervised learning.
Each region is represented as part of a “theme”. In previ-
ous work, such themes were learnt from hand-annotations
of experts, while our method learns the theme distributions
as well as the codewords distribution over the themes with-
out supervision. We report satisfactory categorization per-
formances on a large set of 13 categories of complex scenes.

1. Introduction

The ability to analyze and classify accurately and rapidly
the scene in which we find ourselves is highly useful in
everyday life. Thorpe and colleagues found that humans
are able to categorize complex natural scenes containing
animals or vehicles very quickly [12]. Li and colleagues
later showed that little or no attention is needed for such
rapid natural scene categorization [6]. Both of these studies
posed a serious challenge to the conventional view that to
understand the context of a complex scene, one needs first
to recognize the objects and then in turn recognize the cate-
gory of the scene [14].

Can we recognize the context of a scene without having
first recognized the objects that are present? A number of
recent studies have presented approaches to classify indoor
versus outdoor, city versus landscape, sunset versus moun-
tain versus forest using global cues (e.g. power spectrum,
color histogram information) [3, 11, 15]. Oliva and Torralba
further incorporated the idea of using global frequency with
local spatial constraints [9]. The key idea is to use interme-
diate representations before classifying scenes: scenes are
first labelled with respect to local and global properties by
human observers. Similarly, Vogel and Schiele also used an

intermediate representation obtained from human observers
in learning the semantic context of a scene [17].
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Figure 1. Our dataset consists of 13 categories, the largest nat-
ural scene category dataset to date. Detailed description of the
dataset is in Section 3.

A main requirement of such approaches is the manual
annotation of “intermediate” properties. In [9], human sub-
jects are instructed to rank each of the hundreds of training
scenes into 6 different properties (e.g. ruggedness, expan-
siveness, roughness, etc). In [17], human subjects are asked
to classify 59, 582 local patches from the training images
into one of 9 different “semantic concepts” (e.g. water, fo-
liage, sky, etc.). Both cases involve tens of hours of man-
ual labor. These works clearly point to the usefulness of
these intermediate representations and motivate us to think
of methods for learning such representations directly from
the data: both because hand-annotating images is tedious

1

Fei‐Fei and Perona, 
CVPR 05 



We know there is a keyboard present in this scene even if we cannot see it clearly. 

We know there is no keyboard present in this scene 

… even if there is one indeed. 

Using Context 

Slide: Torralba 



Course Plan 

•  Read research papers 
– For each topic I present important papers 

– Students each present a recent paper 
– We discuss 

•  Do a project 
– Gain in‐depth experience on a problem and 
algorithm 



Introductions 



Prerequisite 

•  No formal prerequisites 
•  You will need to do the usual things 
– Math (continuous), programming, reading, 
writing, presenting 

•  Ask me if you are concerned 



Grading Scheme 

•  10% Class participation 
–  Participate in discussions about papers, ask/answer 
questions 

•  10% Reading assignments 
–  1 or 2 papers each week; the ones I present 

•  10% Paper presentation 
–  List of recommended papers online 

•  10% Assignment 
–  Small programming assignment on edges and texture 

•  60% Project 
–  Individual or in small groups 
–  Presentation, written report 



Reading Assignments 

•  Similar to mini paper review 
– One paragraph summarizing paper 

– Critical discussion (what you like / don’t like) 
– Questions you have (for me to explain) 

•  Due before start of lecture via email 

•  These details and list of papers are online 



Paper Presentations 

•  Choose one recent paper from area that 
interests you 
– Recommended list online 

•  20 minute presentation 
– 10+ minutes questions/discussion 

– Feel free to use slides provided by authors 



Assignment 

•  Short programming assignment 
– Canny edge detection 
– Texture recognition 

•  Out next week, due 2 weeks later 
•  Choice of language yours  
– MATLAB recommended 



Project 

•  Major component of course 
•  Recommended projects:  
– Object category recognition (Caltech 101) 
– Human action recognition (Weizmann) 

•  Implement existing technique 
– Or variant thereof 

•  Proposal, presentation, report 



Caltech 101 

•  Object category recognition 
–  101 classes, ~50‐100 examples of each 



Weizmann Human Action Dataset 

•  9 subjects, each performs 9* actions 



•  Wednesday 
– Edge detection basics 

•  Next week 
– Edge detection, texture 


