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Energy-Efficient Multicasting of Multiview 3D Videos
to Mobile Devices
AHMED HAMZA and MOHAMED HEFEEDA, Simon Fraser University

Multicasting multiple video streams over wireless broadband access networks enables the delivery of multimedia content to
large-scale user communities in a cost-efficient manner. Three dimensional (3D) videos are the next natural step in the evolution
of digital media technologies. In order to provide 3D perception, 3D video streams contain one or more views that greatly increase
their bandwidth requirements. Due to the limited channel capacity and variable bit rate of the videos, multicasting multiple 3D
videos over wireless broadband networks is a challenging problem. In this article, we consider a 4G wireless access network in
which a number of 3D videos represented in two-view plus depth format and encoded using scalable video coders are multicast.
We formulate the optimal 3D video multicasting problem to maximize the quality of rendered virtual views on the receivers’
displays. We show that this problem is NP-complete and present a polynomial time approximation algorithm to solve it. We
then extend the proposed algorithm to efficiently schedule the transmission of the chosen substreams from each video in order
to maximize the power saving on the mobile receivers. Our simulation-based experimental results show that our algorithm
provides solutions that are within 0.3 dB of the optimal solutions while satisfying real-time requirements of multicast systems.
In addition, our algorithm results in an average power consumption reduction of 86%.
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1. INTRODUCTION

Recently, 3D video has gained a wide interest both in the research community and in the market. Mar-
ket studies predict that over 20 million TV homes globally will be watching 3D TV by 2015 [Informa
Telecoms and Media 2010]. The IFA 2010, Europe’s largest consumer electronics show, has witnessed
a surge in the number of 3D-capable devices on display [Wearden 2010]. Many TV networks are start-
ing to realize the potential of the 3D TV market. American sports broadcaster ESPN has launched a
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dedicated 3D channel in 2010 broadcasting popular sports events, such as the FIFA World Cup, in 3D
[Pilkington 2010]. In Canada, CBC has also broadcast some NHL hockey games in 3D [Harrison 2010].

Advances in 3D video acquisition and display technologies have paved the way for many emerging
3D applications, such as free-viewpoint video, 3D TV, and immersive teleconferencing. Such applica-
tions expand the user experience beyond what is offered by traditional media. In free-viewpoint video,
the viewer can interactively choose his/her viewpoint in 3D space to observe a real-world scene from
preferred perspectives [Kimata et al. 2004]. 3D TV is the extension of the traditional 2D TV to displays
that are capable of 3D rendering, where more than one view is decoded and displayed simultaneously
[Vetro et al. 2004]. While free-viewpoint video focuses on the free navigation functionality and 3D TV
emphasizes 3D experience, immersive teleconference participants may prefer both interactivity and
virtual reality [Chen et al. 2009].

As mobile devices such as cell phones, tablets, personal gaming consoles and video players, and per-
sonal digital assistants become more powerful, their ability to handle 3D content is becoming a reality.
According to ABI Research, 3D devices, including smartphones, notebooks, mobile Internet devices
and portable game players, will comprise more than 11 percent of the total mobile devices market by
2015 [ABI Research 2010]. However, there are still many challenges that need to be addressed before
commercializing 3D mobile services. A mobile 3D TV solution would require low bit rate, high quality
views, low power and bandwidth consumption, and low complexity.

In this article, we consider the problem multicasting 3D videos over 4G broadband access networks,
such as Long Term Evolution (LTE) and WiMAX. In particular, we address two main challenges:
(i) maximizing the video quality of rendered views in auto-stereoscopic displays [Dodgson 2005; Urey
et al. 2011] of mobile receivers such as smartphones and tablets; and (ii) minimizing the energy con-
sumption of the mobile receivers during multicast sessions. Auto-stereoscopic displays provide 3D per-
ception without the need for special glasses. For such displays, 3D scenes need to be efficiently repre-
sented using a small amount of data that can be used to generate arbitrary views not captured during
the acquisition process. The multiview-plus-depth representation has proven to be both efficient and
flexible to provide good quality synthesized views. However, the quality of synthesized views is affected
by the compression of texture videos and depth maps. Given the limitations on the wireless channel ca-
pacity, it is important to efficiently utilize the channel bandwidth such that the quality of all rendered
views at the receiver side is maximized.

We note that the focus of this article is optimizing the quality of 3D TV applications that use mul-
ticast for content delivery. These applications are different from the free viewpoint video (FVV) appli-
cations in which user interactivity is important to determine appropriate views of the 3D videos to be
transmitted to different users. User interactivity is mostly achieved in unicast systems where a feed-
back channel exists. Our article focuses on multicast sessions where such feedback channels are not
practical for large-scale user communities, which is the target of our work.

We consider multicasting multiview video streams in which the textures and depth maps of the
views are simulcast coded using the scalable video coding extension of H.264/AVC. Two views of each
multiview-plus-depth video are chosen for multicast and all chosen views are multiplexed over the
wireless transmission channel. Joint texture-depth rate-distortion optimized substream extraction is
performed in order to minimize the distortion in the views rendered at the receiver. We mathemat-
ically formulate the problem of selecting the set of substreams from each of the two chosen views
for all video sequences being transmitted. We show that this problem is NP-hard, and thus can-
not be optimally solved in real-time for an arbitrary number of input video streams. We propose a
substream selection scheme that enables receivers to render the best possible quality for all views
given the bandwidth constraints of the transmission channel and the variable nature of the video bit
rate.
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In 4G multimedia services, the subscribers are mainly mobile users with energy-constrained devices.
Therefore, an efficient multicast solution should minimize the power consumption of the receivers to
provide a longer viewing time experience. We extend our algorithm to perform energy-efficient radio
frame scheduling of the selected substreams. The allocation algorithm attempts to find a burst trans-
mission schedule that minimizes the energy consumption of the receivers. Transmitting the video data
in bursts enables the mobile receivers to turn off their wireless interfaces for longer periods of time,
thereby saving on battery power. The extended algorithm first determines the best substreams to
transmit for each of the multicast sessions based on the current network capacity. It then allocates the
video data to radio frames and constructs a burst schedule that does not result in buffer overflow or
underflow instances at the receivers.

We developed a simulation system that implements the proposed algorithms and conducted several
experiments using 3D video segments from the MPEG 3DV ad-hoc group data set. The performance
of the proposed algorithm is compared against best possible results represented by the optimal solu-
tion of the problem. Our experimental results show that the proposed substream selection algorithm
produces near optimal results (less than optimal solution by at most 0.3 dB) and terminates in a few
milliseconds. Moreover, our energy-efficient allocation algorithm results in an average power saving of
86% across all multicast sessions without any buffer violation instances.

The rest of this article is organized as follows. Section 2 summarizes the related work in the litera-
ture. We provide a system overview in Section 3 and formally state the optimal 3D video multicasting
problem. The proposed scalable 3D video multicasting algorithm is described in Section 4. An extension
to the proposed algorithm to perform energy-efficient radio frame allocation is presented in Section 5.
We present our experimental evaluation in Section 6, and we conclude the paper in Section 7. For
the unfamiliar reader, necessary background material on 3D display technologies and representation
formats, and the concept of scalable video coding are provided in Appendix A.

2. RELATED WORK

2.1 3D Video Transmission Over Wireless Networks

De Silva et al. [2010] studied the performance of 3D-TV transmission over an error prone WiMAX
broadband wireless network. The study included three 3D video formats: video-plus-depth, MVD2,
and MVD4. Using the MVD2 format two video streams are transmitted along with their depth map
streams, while in the MVD4 format four video streams are transmitted along with their depth maps.
The authors stated that multiview plus depth 3D video formats such as MVD2 and MVD4 demand
much higher bandwidth than what a WiMAX wireless channel can afford (around 19 Mbps and
43 Mbps, respectively, according to Multimedia Scalable 3D for Europe (MUSCADE) Project [2010]).
Thus, the channel will not be capable of transmitting them with acceptable delay and quality. However,
the sequences used in their evaluation had resolutions of 1024×768 and 1280×720. Most mobile device
displays currently available have resolutions around 640 × 360. LTE Release 9 mobile devices, for ex-
ample, support QVGA (320×240), VGA (640×480), and WVGA (800×480) resolutions [Järvinen et al.
2010]. To the best of our knowledge, only the iPad tablet’s display supports a 1024 × 768 resolution.
Consequently, transmitting 3D video over WiMAX should be feasible for current mobile devices con-
figurations. Moreover, future standards such as LTE-Advanced promise to push the channel capacity
even further using techniques such as carrier aggregation [Yuan et al. 2010].

2.2 Modeling the Quality of Synthesized Views

There has been some recent work on modeling the quality of synthesized views based on the quali-
ties of two reference views from which the target view is synthesized. Liu et al. [2009] attempted to
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solve the no-reference evaluation problem by proposing a distortion model to characterize the view
synthesis quality without requiring the original reference image. In this model, the distortion of a syn-
thesized virtual view is composed of three additive distortions: video coding-induced distortion, depth
quantization-induced distortion, and inherent geometry distortion. The practicality of the presented
model is however restricted due to its high complexity. Yuan et al. [2011] proposed an alternative and
concise low-complexity distortion model for the synthesized view. Kim et al. [2010] also attempted to
overcome the no-reference evaluation problem when coding depth maps by approximating the ren-
dered view distortion from the reference texture video that belongs to the same viewpoint as the depth
map. However, the model does not jointly consider both texture and depth map distortions. For our
work, we validate the model relation presented in Yuan et al. [2011] and use it to solve the multiple
3D video multicasting problem.

2.3 Optimal Texture-Depth Bit Allocation

Bosc et al. [2011] studied the impact of bit rate of the texture and depth components on the quality of
an intermediate synthesized view. The goal of the study was to find the optimal ratio between depth
and texture bit rate to maximize the quality of the synthesized view. Results indicate that this ratio
is dependent on the acquisition configuration of the video sequence, such as the camera baseline. As
part of their asymmetric 3D video coding framework, Shao et al. [2012] proposed a bit allocation model
to characterize the view rendering distortion and a chrominance reconstruction model to characterize
the binocular suppression [Shao et al. 2012]. The aim of the proposed framework is to allocate the
bit rates for texture videos and depth maps appropriately such that the objective performance of view
rendering is enhanced while keeping the same perceptual visual quality. The works most related to
ours are Petrovic et al. [2010] and Cheung et al. [2011]. Petrovic et al. [2010] perform virtual view
adaptation for selective streaming of 3D multiview video. However, the proposed adaptation scheme
requires empirically constructing the rate-distortion function for the 3D multiview video. Moreover,
exhaustively searching the space of possible quantizers is computationally expensive. Cheung et al.
[2011] addressed the problem of selecting the best views to transmit and determining the optimal
bit allocation among texture and depth maps of the selected views, such that the visual distortion of
synthesized views at the receiver is minimized. Contrary to our work, the bit allocation optimization
problem presented in Cheung et al. [2011] is applicable in scenarios where the selected views are en-
coded on-the-fly and the coding parameters can be adjusted based on the available bandwidth. Coding
3D videos in real-time is however challenging. Our work assumes that the views are pre-encoded using
scalable video coders and bit rate adaptation is performed via substream extraction, which is expected
to be the common case in practice due to the flexibility it provides.

3. SYSTEM OVERVIEW AND PROBLEM STATEMENT

3.1 Overview

A wireless mobile video streaming system has four main components: content servers, access gateways,
cellular base stations, and mobile receivers. Receivers periodically send feedbacks about current chan-
nel conditions, for example, signal-to-noise ratio (SNR) or link-layer buffer state, to the base station.
Based on this feedback, the base station changes the modulation and coding scheme so that the SNR
is increased. This consequently results in a change in channel capacity. Knowing the current capacity
of the channel, a base station can adapt the bit rate of the transmitted video accordingly.

Transmitting 3D video over wireless networks faces many challenges. The main challenge is the
capacity of the wireless channel, which is limited by the available bandwidth of the radio spectrum
and various types of noise and interference. 3D video challenges the network bandwidth more than 2D
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videos as it requires the transmission of at least two video streams. These two streams can either be a
stereo pair (one for the left eye and one for the right eye), or a texture stream and an associated depth
stream from which the receiver renders a stereo pair by synthesizing a second view.

Receivers in a wireless network such as WiMAX and LTE are heterogeneous. A smartphone may
be equipped with an auto-stereoscopic display capable of rendering only two views. Examples of such
mobile displays include MasterImage’s TN-LCD stereoscopic display [MasterImage 2012] and the 3D
HDDP LCD produced by NEC [Uehara et al. 2008]. However, devices with a larger display size such
as tablets will likely be capable of rendering more views in the near future since it is possible that
more than one viewer will be watching from different angles. Rendering a large number of views
also enables a more immersive experience. For example, the user can move his head in front of the
display and experience (to a certain degree) a look-around effect by being able to see newly revealed
background behind foreground objects. For such displays, a small number of views will be used to
synthesize the remaining ones. To the best of our knowledge, no multiview auto-stereoscopic mobile
display is currently available on the market. This is expected to change in the near future. Currently,
the Philips WOWvx [Philips Electronics 2012] auto-stereoscopic display accepts a single V+D sequence
and renders 9 views. However, a single V+D stream is not suitable for rendering multiple views,
because the amount of disocclusions increases as the distance between the reference view and the
synthesized view increases which results in a degradation of quality in views located far away from
the reference view.

Transmitting two views and their depth maps enables the display to render higher quality views at
each possible viewing angle [Gotfryd et al. 2008]. Although it is possible to use three or more reference
views to cover most of the disocclusion holes in the synthesized view, the major concern is bandwidth
consumption. Even with the texture and depth information of only two reference views, the aggre-
gate rate of the four streams may exceed the channel capacity due to the variable bit rate nature of
the video streams and the variation in the wireless channel conditions. Thus, allocation of system re-
sources should be performed dynamically and efficiently to reflect the time varying characteristics of
the channel [Su et al. 2011], which is the goal of this article.

3.2 Problem Statement

We consider a wireless multicast/broadcast service in 4G wireless networks streaming multiple 3D
videos in MVD2 representation. Examples of such a service include the evolved multicast broadcast
multimedia services (eMBMS) in LTE networks and the multicast broadcast service (MBS) in WiMAX.
MVD2 is a multiview-plus-depth (MVD) representation in which there are only two views. Therefore,
two video streams are transmitted along with their depth map streams. Each texture/depth stream is
encoded using a scalable encoder into multiple quality layers.

Time is divided into a number of scheduling windows of equal duration δ, that is, each window
contains the same number of time division duplex (TDD) frames. The base station allocates a fixed-
size data area in the downlink subframe of each TDD frame. In the case of multicast applications, the
parameters of the physical layer, for example, signal modulation and transmission power, are fixed for
all receivers. These parameters are chosen to ensure an average level of bit error rate for all receivers
in the coverage area of the base station. Thus, each frame transmits a fixed amount of data within its
multicast area. In the following, we assume that the entire frame is used for multicast data and we
refer to the multicast area within a frame as a multicast block. The first problem that we attempt to
address in this article is the optimal substream selection problem, which can be stated as follows.

Problem 1 (Optimal Multicasting of 3D Video Streams). Consider a certain capacity of the wire-
less channel, a set S of 3D video streams in two-view plus depth (MVD2) format, and receivers with
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Table I. List of Symbols Used in This Article
Symbol Description

S Number of 3D video streams
I Number of synthesized intermediate views
L Number of layers per view
qt

sl Average PSNR of left and right texture substream sl
qd

sl Average PSNR of left and right depth substream sl
rt
sl Sum of left and right texture substream sl data rates

rd
sl Sum of left and right depth substream sl data rates

bt
sl Number of blocks required for texture substream sl

bd
sl Number of blocks required for depth substream sl

P Number of TDD frames within scheduling window
F Capacity of the TDD frame
τ Duration of the TDD frame
δ Duration of the scheduling window
αi

s Quality model parameter for intermediate view i of video s
βi

s Quality model parameter for intermediate view i of video s
ϒk

s Stream s consumption buffer level at start frame of interval k
xk

s Start frame of interval k for stream s
zk

s End frame of interval k for stream s
yk

s Number of frames to be allocated for stream s in interval k

auto-stereoscopic displays. Each texture and depth component of every video stream is encoded into L
layers using a scalable video coder. For each video stream s ∈ S, select the optimal subset of layers to
be transmitted over the network from each of the scalable streams representing the reference views
such that: (1) the total amount of transmitted data does not exceed the available capacity; and (2) the
average quality of synthesized views over all 3D video streams being transmitted is maximized.

4. PROBLEM FORMULATION AND SOLUTION

4.1 Mathematical Formulation

We now mathematically formulate the substream selection problem. The symbols used in the formula-
tion are listed in Table I. Assuming there are S multiview-plus-depth video streams where two refer-
ence views are picked for transmission from each video. All videos are to be multiplexed over a single
channel. If each view is encoded into multiple layers, then at each scheduling window the base station
needs to determine which substreams to extract for every view pair of each of the S streams. Let R be
the current maximum bit rate of the transmission channel. For each 3D video, we have four encoded
video streams representing the two reference streams and their associated depth map streams. Each
stream has at most L layers. The value of L can be different for each of the four streams. Thus, for
each stream, we have L substreams to choose from, where substream l includes layer l and all layers
below it. Let the data rates and quality values for selecting substream l of stream s be rsl and qsl,
respectively, where l = 1, 2, . . . , L. For example, q32 denotes the quality value for first enhancement
layer substream of the third video stream. These values may be provided as separate metadata. Alter-
natively, if the scalable video is encoded using H.264/SVC [Schwarz et al. 2007] and the base station is
media-aware, this information can be obtained directly from the encoded video stream itself using the
Supplementary Enhancement Information (SEI) messages.

In the general case, texture or depth streams will not have the same number of layers. This provides
flexibility when choosing the substreams that would satisfy the bandwidth constraints but complicates
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the quality model in the objective function since we will have to deal with the quality of the left view
and the right view independently. Thus, we only consider an equal number of layers for left and right
texture streams, as well as for the left and right depth streams. Moreover, corresponding layers in the
left and right streams are encoded using the same quantization parameter (QP). This enables us to
treat corresponding layers in the left and right texture streams as a single item with a weight (cost)
equal to the sum of the two rates and a representative quality equal to the average of the two qualities.
The same also applies for left and right depth streams.

Let I be the set of possible intermediate views which can be synthesized at the receiver for a given
3D video that is to be transmitted. The goal is to maximize the average quality over all i ∈ I and all
s ∈ S. Thus, we have the problem of choosing the substreams such that the average quality of the
intermediate synthesized views between the two reference views is maximized, given the constraint
that the total bit rate of the chosen substreams does not exceed the current channel capacity. Let xsl
be binary variables that take the value of 1 if substream l of stream s is selected for transmission,
and 0 otherwise. We denote with superscripts t and d the texture and depth streams, respectively.
If the capacity of the scheduling window is C and the size of each TDD frame is F, then the total
number of frames within a window is P = C/F. The data to be transmitted for each substream can
thus be divided into bsl = �rsl · δ/F� multicast blocks. We use a recent linear virtual view distortion
model presented in Yuan et al. [2011] to represent the quality of the synthesized view in terms of the
qualities of reference views. In Appendix B, we experimentally validate this distortion model using two
different video quality metrics. Based on this model, the quality of a virtual view can be approximated
by a linear surface in the form given in Eq. (1), where Qv is the average quality of the synthesized
views, Qt is the average quality of the left and right texture references, Qd is the average quality of
the left and right references depth maps, and α, β, and C are model parameters. The model parameters
can be obtained by either solving three equations with three combinations of Qv, Qt, and Qd, or more
accurately using regression by performing linear surface fitting.

Qv = αQt + βQd + C. (1)

Consequently, we have the optimization problem (P1). In this formulation, constraint (P1a) ensures
that the chosen substreams do not exceed the transmission channel’s bandwidth. Constraints (P1b)
and (P1c) enforce that only one substream is selected from the texture references and one substream
from the depth references, respectively.

Maximize
1
S

∑
s∈S

1
I

∑
i∈I

(
αi

s

L∑
l=1

xt
slq

t
sl + βi

s

L∑
l=1

xd
slq

d
sl

)
(P1)

such that
S∑

s=1

(
L∑

l=1

xt
slb

t
sl +

L∑
l=1

xd
slb

d
sl

)
≤ P (P1a)

L∑
l=1

xt
sl = 1, s = 1, . . . , S, (P1b)

L∑
l=1

xd
sl = 1, s = 1, . . . , S, (P1c)

xt
sl, xd

sl ∈ {0, 1} (P1d)

The following theorem shows that the optimal texture-depth substream selection problem given in
(P1) is an NP-complete problem.
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R1
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R4

R3

R2

Texture

item−4
L4

L3

L1

qts,3 = avg(qtLs,3, q
tR
s,3)

rts,4 = rtLs,4 + rtRs,4

rts,3 = rtLs,3 + rtRs,3

rts,1 = rtLs,1 + rtRs,1
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tR
s,2)

qts,1 = avg(qtLs,1, q
tR
s,1)

Fig. 1. Calculating profits and costs for texture component substreams of the reference views.

THEOREM 1. Determining which layers to transmit from the texture and depth components of multi-
ple 3D video sequences in MVD2 format over a wireless channel with a limited capacity such that the
average perceived quality of all synthesized views is maximized is an NP-complete problem.

PROOF. To show that the problem is NP-complete, we reduce a well-known NP-complete problem,
the Multiple Choice Knapsack Problem (MCKP) [Kellerer et al. 2004, pp. 317], to our problem in poly-
nomial time. We then show that a solution for our problem can be verified in polynomial time. In an
MCKP instance, there are M mutually exclusive classes N1, . . . , NM of items to be packed into a knap-
sack of capacity W . Each item j ∈ Ni has a profit pij and a weight wi j . The problem is to choose exactly
one item from each class such that the profit sum is maximized without having the total sum exceed
the capacity of the knapsack.

The substream selection problem can be mapped to the MCKP in polynomial time as follows. The
texture/depth streams of the reference views of each 3D video represent a multiple choice class in
the MCKP. Substreams of these texture/depth reference streams represent items in the class. The
average quality of the texture/depth reference views substreams represent the profit of choosing an
item and the sum of their data rates represents the weight of the item. Figure 1 demonstrates this
mapping for the texture component of video s in a set of 3D videos, where both the texture and the
depth streams are encoded into 4 layers. For example, item-2 in the figure represents the second layer
in both left and right reference texture streams with a cost equal to the sum of their data rates and
a profit equal to their average quality. The 3D video is represented by two classes in the MCKP, one
for the texture streams and one for the depth map streams. Finally, by making the scheduling window
capacity the knapsack capacity, we have a MCKP instance. Thus, the problem is NP-hard, that is, an
optimal solution to our problem would yield an optimal solution to the MCKP. Moreover, given a set
of selected substreams from the components of each 3D video stream, this solution can be verified in
O(SL) steps. Hence, our substream selection problem is NP-complete.

4.2 Proposed Solution

The 3D video multicasting problem can be solved optimally using enumerative algorithms such as
branch-and-bound or dynamic programming. These algorithms are implemented in most of the avail-
able optimization tools. However, these algorithms have, in the worst case, running times that grow
exponentially with the input size. Thus, this approach will not be suitable if the problem is large. Fur-
thermore, optimizations tools may be too large or complex to run on a wireless base station. We propose
ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 8, No. 3s, Article 45, Publication date: September 2012.
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ALGORITHM 1: Scalable 3D Video Multicast (S3VM) Algorithm
Input: Scheduling window capacity P
Input: TDD frame capacity F
Input: Set of scalably simulcast coded MVD2 3D videos S
Input: Model parameters for each virtual view position of each video αi

s, βi
s

Input: Approximation factor ε
Output: Set of substreams to transmit during the current scheduling window for texture/depth components of

each 3D video
1: LP-relaxation: relax the integrality constraint (P1d) in the problem formulation to obtain an LP-relaxation of

the problem.
2: SolveRelaxedLP
3: Drop fractional values, obtain split solution of value z

′

4: Calculate an upper bound (2zh) on the optimal solution, where zh = max(z′
, zs)

5: Calculate a scaling factor K
6: Scale the qualities of substreams q

′
sl = �q̂sl/K�

7: Solve the scaled down instance of the problem using dynamic programming by reaching to obtain a solution
whose value is no less than (1 − ε)z∗

an approximation algorithm which runs in polynomial time and finds near optimal solutions. Given an
approximation factor ε, an approximation algorithm will find a solution with a value that is guaran-
teed to be no less than (1 − ε) of the optimal solution value, where ε is a small positive constant. The
main steps of our proposed scalable 3D video multicast (S3VM) algorithm are given in Algorithm 1.

To solve a substream selection problem instance, we first calculate a single coefficient for the decision
variables in the objective function. For variables associated with the texture component we have q̂t

sl =
qt

sl
∑

i∈I αi
s, and the coefficient for depth component variables is q̂d

sl = qd
sl

∑
i∈I βi

s. We then find an upper
bound on the optimal solution value in order to reduce the search space. This is achieved by solving
the linear program relaxation of the MCKP. A linear time partitioning algorithm for solving the LP-
relaxed MCKP exists. This algorithm is based on the works of Dyer [1984] and Zemel [1984] and does
not require any pre-processing of the classes, such as expensive sorting operations. This algorithm
relies on the concept of dominance to delete items that will never be chosen in the optimal solution. We
apply the Dyer-Zemel algorithm to our problem as shown in Algorithm 2. We note that a class in the
context of the MCKP represents one of the two components (texture or depth) of a given 3D video in
our problem, where each component is comprised of the corresponding streams from the two reference
views. It should also be noted that m denotes the number of classes available at a particular iteration,
since this changes from one iteration to another as the algorithm proceeds. Thus, at the beginning of
the algorithm, we have m = 2S classes.

An optimal solution vector xLP to the linear relaxation of the MCKP satisfies the following prop-
erties: (1) xLP has at most two fractional variables; and (2) if xLP has two fractional variables, they
must be from the same class. When there are two fractional variables, one of the items (substreams)
corresponding to these two variables is called the split item, and the class containing the two fractional
variables is denoted as the split class. A split solution is obtained by dropping the fractional values and
maintaining the LP-optimal choices in each class (i.e., the variables with a value equal to 1). If xLP has
no fractional variables, then the obtained solution is an optimal solution to the MCKP.

By dropping the fractional values from the LP-relaxation solution, we have a split solution of value
z

′
which we can use to obtain an upper bound. A heuristic solution to the MCKP with a worst-case

performance equal to 1/2 of the optimal solution value can be obtained by taking the maximum of z
′

and zs, where zs is the sum of the split substream from the split class, that is, the stream to which
the split substream belongs, and the sum of the qualities of the substreams with the smallest number
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ALGORITHM 2: SolveRelaxedLP
Input: LP-relaxed version of (P1) after dropping integrality constraint (P1d)
Output: Solution vector xLP , having at most two fractional variables
1: ∀ class (component) Nj , pair substreams two by two as ( jk1, jk2) and order each pair such that bjk1 ≤ bjk2 ,

break ties such that q̂jk1 ≥ q̂jk2 and eliminate dominated substreams
2: Set B = 0 and Q = 0
3: ∀ class (component) Nj . If component has only one substream k left, decrease capacity P = P − bjk, set

Q = Q+ q̂jk, and remove component Nj

4: ∀ ( jk1, jk2), derive slope π jk1 jk2 = q̂ jk2 −q̂ jk1
bjk2 −bjk1

5: Let γ be the median of the slopes {γ jk1 jk2}
6: For j = 1, . . . , m, derive Mj(π ) and φ j , ψ j for j = 1, . . . , m according to:

Mj(π ) =
{

j ∈ Nj : (q̂jk − πbjk) = max
l∈Nj

(pjl − πbjl)
}

φ j = arg min
k∈Mj (π )

bjk

ψ j = arg max
k∈Mj (π )

bjk

7: If π is optimal, i.e. if B+ ∑m
j=1 bjφ j ≤ P < B+ ∑m

j=1 bjψ j , set B = B+ ∑m
j=1 bjφ j , and Q = Q+ ∑m

j=1 q̂jφ j .
Optimal solution to LP-relaxation is z∗ = Q+ (P − B)γ . Stop.

8: If
∑m

j=1 bjφ j ≥ P, then for all pairs ( jk1, jk2) with π jk1 jk2 ≤ π delete substream k2

9: If
∑m

j=1 bjψ j < P, then for all pairs with π jk1 jk2 ≥ π delete substream k1

10: Go to step 1.

of required multicast blocks in each of the other components’ streams [Kellerer et al. 2004]. Since the
optimal objective value z∗ is less than or equal to z

′ + zs, thus z∗ ≤ 2zh and we have an upper bound
on the optimal solution value. We use the upper bound in calculating a scaling factor K for the quality
values of the layers. In order to get a performance guarantee of 1 − ε, we choose K = εzh

2S . The quality
values are scaled down to q

′
sl = �q̂sl/K�. We then proceed to solve the scaled down instance of the

problem using dynamic programming by reaching (also known as dynamic programming by profits).
Let B(g, q) denote the minimal number of blocks for a solution of an instance of the substream

selection problem consisting of stream components 1, . . . , g, where 1 ≤ g ≤ 2S, such that the total
quality of selected substreams is q. For all components g ∈ {1, . . . , 2S} and all quality values q ∈
{0, . . . , 2zh}, we construct a table where the cell values are B(g, q) for the corresponding g and q. If no
solution with total quality q exists, B(g, q) is set to ∞. Initializing B(0, 0) = 0 and B(0, q) = ∞ for
q = 1, . . . , 2zh, the values for classes 1, . . . , g are calculated for g = 1, . . . , 2S and q = 1, . . . , 2zh using
the recursion in Eq. (2).

B(g, q) = min

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

B(g − 1, q − qg1) + bg1 if 0 ≤ q − qg1

B(g − 1, q − qg2) + bg2 if 0 ≤ q − qg2
...
B(g − 1, q − qgng ) + bgng if 0 ≤ q − qgng

(2)

The value of the optimal solution is given by Eq. (3). To obtain the solution vector for the substreams
to be transmitted, we perform backtracking from the cell containing the optimal value.

Q∗ = max{q|B(2S, q) ≤ P}. (3)
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4.3 Analysis

4.3.1 Correctness. The core component of our algorithm is solving the dynamic programming for-
mulation based on the recurrence relation in Eq. (2). We prove the correctness of the recurrence re-
lation using induction. For the basis step where we only consider a single component of one video
stream, only the substream of maximum quality and a number of blocks requirement not exceeding
the capacity of the scheduling window is selected. We assume for the induction hypothesis case of g−1
components that it is also the case that the selected substreams have the maximum possible quality
with a total bit rate not exceeding the capacity. For filling the B(g, q) entries in the dynamic program-
ming table, we first retrieve all B(g − 1, q − qgl) entries and add the number of block requirements
bsl of corresponding layers to them. According to Eq. (2), only the substream with minimum number
of blocks among all entries which result in quality q is chosen. This guarantees that the exactly one
substream per component constraint is not violated. Since B(g−1, q) is already minimum, then B(g, q)
is also minimum for all q. Therefore, based on the above and Eq. (3), the proposed algorithm generates
a valid solution for the substream selection problem.

4.3.2 Approximation Factor. Let the optimal solution set to the problem be X∗ with a corresponding
optimal value of z∗. Running dynamic programming by profits on the scaled instance of the problem
results in a solution set X̃. Using the original values of the substreams chosen in X̃, we obtain an
approximate solution value zA. Because we use the floor operation to round down the quality values
during the scaling process, we have

zA =
∑
j∈X̃

qj ≥
∑
j∈X̃

K
⌊

qj

K

⌋
. (4)

The optimal solution to a scaled instance will always be at least as large as the sum of the scaled
quality values of the substreams in the optimal solution set X∗ of the original problem. Thus, we have
the following chain of inequalities∑

j∈X̃

K
⌊

qj

K

⌋
≥

∑
j∈X∗

K
⌊

qj

K

⌋
≥

∑
j∈X∗

K
(qj

K
− 1

)

=
∑
j∈X∗

(qj − K) = z∗ − 2SK. (5)

Replacing the value of K, we get

zA ≥ z∗ − 2S · εzh

2S
= z∗ − εzh. (6)

Since zh is a lower bound on the optimal solution value (zh ≤ z∗), we finally have

zA ≥ z∗ − εz∗ = (1 − ε)z∗. (7)

This proves that the solution obtained by our algorithm is always within a factor of (1 − ε) from the
optimal solution. Therefore, it is a constant factor approximation algorithm.

4.3.3 Time Complexity. The dynamic programming table for the B(g, q) entries contains 2S × 2zh

entries. Computing each entry in the table requires O(L) time according to the recurrence relation
given in Eq. (2). Therefore, table construction requires O(L · 2S · 2zh) time or O(nz∗), where n is the
total number of layers for all the streams components. Calculating zh takes O(n) time using the Dyer-
Zemel algorithm. This leads to a total time of O(n + nz∗). We are using dynamic programming to solve
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a scaled down instance of the problem where K = εzh

2S . Since z∗ ≤ 2zh, we have z∗/K ≤ 4S
ε

. This means
that computing the table entries now takes O(nS/ε) time. Therefore, the time complexity of the S3VM
algorithm is O(nS/ε).

5. ENERGY EFFICIENT RADIO FRAME SCHEDULING

In the S3VM algorithm presented in Section 4.2, we have determined which substreams to transmit
from the texture and depth components of each 3D video in order to maximize the quality of the synthe-
sized views. We now turn to the problem of allocating the video data of the chosen substreams within
the frames of the scheduling window. Minimizing energy consumption is a main concern in battery
powered mobile wireless devices. Implementing an energy saving scheme which minimizes the en-
ergy consumption over all mobile subscribers is therefore a crucial requirement for multicasting video
streams over wireless access networks. Instead of continuously sending the streams at the encoding
bit rate, a typical energy saving scheme transmits the video streams in bursts. After receiving a burst
of data, mobile subscribers can switch off their RF circuits until the start of the next burst. An optimal
allocation scheme should generate a burst schedule that maximizes the average system-wide energy
saving over all multicast streams. The problem of finding the optimum schedule is complicated by the
requirement that the schedule must ensure that there are no receiver buffer violations for any multi-
cast session. In fact, the problem of burst scheduling for the much simpler case of 2D video streams
has been proven to be NP-complete [Hefeeda and Hsu 2008].

5.1 Proposed Allocation Algorithm

We approach the problem by leveraging a scheme known as double buffering in which a receiver buffer
of size B is divided into two buffers, a receiving buffer and a consumption buffer, of size B/2 [Hsu
and Hefeeda 2010]. Thus, a number of bursts with an aggregate size of B/2 can be received while the
video data are being drained from the consumption buffer. This scheme resolves the buffer overflow
problem. To avoid underflow, we must make sure that the reception buffer is completely filled by the
time the consumption buffer is completely drained, and the buffers are swapped at that point in time.
Unlike Hsu and Hefeeda [2010], we consider a burst composed of one or more contiguous radio frames
allocated to a certain video stream because we are dealing with complete radio frames of fixed duration.

Let γs be the energy saving for a mobile subscriber receiving stream s. γs is the ratio between the
amount of time the RF circuits are put in sleep mode within the scheduling window to the total dura-
tion of the window. This metric has been used in previous works in the literature [Yang et al. 2004],
[de Diego Balaguer et al. 2005] to evaluate the energy saving of a burst schedule. The average system-
wide energy saving over all multicast sessions can therefore be defined as γ = 1

S

∑S
s=1 γs. The objective

of an energy efficient allocation algorithm is thus a list � of the form 〈ns, 〈 f 1
s , w1

s 〉, . . . , 〈 f 2
s , w2

s 〉〉 for each
3D video stream. In this list, ns is the number of bursts that should be transmitted for stream s within
the scheduling window, and f k

s and wk
s denote the starting frame and the width of burst k, respectively.

Moreover, no two bursts should overlap, that is, [ f k
s . . . f k

s + wk
s ] ∩ [ f k̄

s̄ . . . f k̄
s̄ + wk̄

s̄ ]. Here, the operator
[. . .] denotes an integer interval.

Since the substreams have been already chosen by the S3VM algorithm, we omit the substream
subscripts l from corresponding terms in the following for simplicity, for example, rt

s instead of rt
sl.

Let rs be the aggregate bit rate of the texture and depth component substreams of video s, that is,
rs = rt

s + rd
s . For each 3D video stream, we divide the scheduling window into a number of intervals

wk
s , where k denotes the interval index, during which we need to fill the receiving buffer with B/2 data

before the consumption buffer is completely drained. We note that depending on the video bit rate, the
length of the interval may not necessarily be aligned with the radio frames. Therefore, buffer swapping
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at the receiver, which occurs whenever the consumption buffer is completely drained, may take place
at any point during the last radio frame of the interval. The starting point of an interval is always
aligned with radio frames. Thus, it is necessary to keep track of the current level of the consumption
buffer at the beginning of an interval to determine when the buffer swapping will occur and set the
deadline accordingly.

Let ϒk
s denote the consumption buffer level for stream s at the beginning of interval k, and xk

s and
zk

s are the start and end frames for interval k of stream s, respectively. The end frame for an interval
represents a deadline by which the receiving buffer should be filled before a buffer swap occurs. Within
each interval for stream s, the base station schedules yk

s for transmission before the deadline. Except
for the last interval, the number of frames to be transmitted is � B/2

F �. We note that the last of the
scheduled frames within an interval may not be completely filled with video data. For the last interval,
the end time is always set to the end of the scheduling window. The amount of data to be transmitted
within this interval is calculated based on how much data will be drained from the consumption buffer
by the end of the window.

ϒk
s =

⎧⎪⎪⎨
⎪⎪⎩

B/2 if k = 0
B
2 −

(
1 − ϒk−1

s mod rsτ

rsτ

)
if ϒk−1

s mod rsτ �= 0

B/2 otherwise

(8)

xk
s =

⎧⎪⎨
⎪⎩

0 if k = 0
zk−1

s if ϒk−1
s mod rsτ = 0

zk−1
s + 1 otherwise

(9)

zk
s =

{
P if k is last interval

xk
s + � ϒk

s
rsτ

� otherwise
(10)

yk
s =

{
�( B

2 − ϒk
s ) + rsτ (P − xk

s )� if k is last interval
� B/2

F � otherwise.
(11)

Based on this formulation, a complete energy-efficient scalable 3D video multicast (eS3VM) algo-
rithm is given in Algorithm 3. Assuming that the consumption buffer is initially full, the proposed
allocation extension proceeds as follows. The start frame number for all streams is initially set to zero.
Decision points are set at the start and end frames for each interval of each frame as well as the frame
at which all data to be transmitted within the interval has been allocated. At each decision point, the
algorithm picks the interval with earliest deadline, that is, closest end frame, among all outstand-
ing intervals. It then continues allocating frames for the chosen video until the next decision point or
the fulfillment of the data transmission requirements for that interval. We demonstrate the concepts
of transmission intervals and decision points in Figure 2 for a two stream example. Stream-2 in the
figure has a higher data rate. Thus, the consumption buffer for the receivers of the second multicast
session is drained faster than consumption buffer of the receivers of the first stream. Consequently,
the transmission intervals for stream-2 are shorter. The set of decision points within the scheduling
window is the union of the decision points of all streams being transmitted.

If no feasible allocation satisfying the buffer constraints is returned, the selected substreams cannot
be allocated within the scheduling window. Thus, the problem size needs to be reduced by discarding
one or more layers from the input video streams and a new set of substreams needs to be recomputed.
To prevent severe shape deformations and geometry errors, we initially restrict the layer reduction
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ALGORITHM 3: Energy-efficient Scalable 3D Video Multicast (eS3VM)
Input: Scheduling window capacity P
Input: TDD frame capacity F
Input: Buffer size B
Input: Set of scalably simulcast coded MVD2 3D videos S
Input: Model parameters for each virtual view position of each video αi

s, βi
s

Input: Approximation factor ε
Output: Video data burst allocation to radio frames of current scheduling window
1: Run S3VM algorithm to select the substreams for the texture and depth components of the videos
2: for s = 1 → S do
3: k ← 0
4: Calculate xk

s using (9)
5: while xk

s < P do
6: Calculate yk

s and zk
s using (11) and (10)

7: k ← k + 1
8: end while
9: end for

10: Let  = φ
11: foreach decision point do
12: tcurrent ← current time
13: tnext ← next decision point time
14: Get interval wk

s with earliest deadline zk
s among all outstanding intervals

15: Allocate frames between tcurrent and tnext
end

16: ek
s ← actual completion time for bursts in interval k

17: if max{ek
s − zk

s} ≤ 0 then
18: return 

19: end if
20: No feasible solution

0 1 2 43 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

interval decision points

All decision points

Stream−2

Stream−1

Fig. 2. Transmission intervals and decision points for two streams (r2 > r1) in a scheduling window of 20 TDD frames.

process to the texture components of the 3D videos. This process is repeated until a feasible allocation
is obtained or all enhancement layers of texture components have been discarded. If a feasible solution
is not obtained after discarding all texture component enhancement layers, we proceed with reducing
layers from the depth components. Given only the base layers of all components, if no feasible solution
is found, the system should reduce the number of video streams to be transmitted. Deciding on the
video stream from which an enhancement layer is discarded is based on the ratio between the average
quality synthesized views and size of the video data being transmitted within the window. We calculate
the average quality given by the available substreams of each video over all synthesized views. We then
divide this value by the amount of data being transmitted within the scheduling window. The video
stream with the minimum quality to bits ratio is chosen for enhancement layer reduction.
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6. EVALUATION

6.1 Setup

We implemented the proposed substream selection algorithm in Java and evaluated its performance
using scalable video trace files. To generate the video traffic, we used six 3D video sequences. We di-
vide each sequence into four 60-frame (2 seconds) segments to obtain 24 multiview-plus-depth video
streams. The texture and depth streams were then encoded using the JSVM reference software ver-
sion 9.19 [JSVM 2011] into one base layer and four medium grain scalability (MGS) layers. The quan-
tization parameter values used in the encoding process are 36, 34, 30, 28, and 26. We then extract
and decode each of the substreams from the encoded bitstreams and calculate the average quality
and total bit rate for the corresponding layers of the left and right reference views. We summa-
rize this information for the first segment of each of the original six video sequences in Table III in
Appendix C.

For each texture-depth quality combination, three intermediate views are synthesized using VSRS
3.5 [Tanimoto et al. 2008]. We synthesize virtual views by using the general synthesis mode with
half-pel precision. The quality of the synthesized views are compared against the quality of views syn-
thesized from the original noncompressed references. These values are then used along with average
qualities obtained for the compressed reference texture and depth substreams to obtain the model
parameters at each synthesized view position. We consider a 20-MHz Mobile WiMAX channel, which
supports data rates up to 60 Mbps depending on the modulation and coding scheme [Kumar 2008].
The typical frame duration in Mobile WiMAX is 5 ms. Thus, for a 1-second scheduling window, there
are 200 TDD frames. We assume that the size of the MBS area within each frame is 100 Kb. The
initial multicast channel bit rate is therefore 20 Mbps. To assess the performance of our algorithm,
we run several experiments, as described in the sequel, and compare our results with the optimal
substream selection solution obtained using the CPLEX LP/MIP solver [CPLEX 2011]. All experi-
ments were run on a dual 2.66-GHz Intel Xeon processor machine with two cores in each physical
processor (for a total of 4 cores) and 8 GB of physical memory. The two performance metrics used in
our evaluation are: average video quality (over all synthesized views and all streams), and running
time.

6.2 Substream Selection Results

6.2.1 Video Quality. In the first experiment, we study the performance of our algorithm in terms
of video quality. We first fix the MBS area size at 100 Kb and vary the number of 3D video streams
from 10 to 35 streams. The approximation parameter ε is set to 0.1. We calculate the average qual-
ity across all video streams for all synthesized intermediate views. We compare the results obtained
from our algorithm to those obtained from the absolute optimal substream set returned by the CPLEX
optimization software. The results are shown in Figure 3(a). As expected, the average quality of a
feasible solution decreases since more video data need to be allocated within the scheduling win-
dow. However, it is clear that our algorithm returns a near optimal solution with a set of substreams
that results in an average quality that is less than the optimal solution by at most 0.3 dB. Morever,
as the number of videos increases, the gap between the solution returned by the S3VM algorithm
and the optimal solution decreases. This indicates that our algorithm scales well with the number of
streams.

We then fix the number of video streams at 30 and vary the capacity of the MBS area from 100 Kb
to 350 Kb, reflecting data transmission rates ranging from 20 Mbps to 70 Mbps. As can be seen from
the results in Figure 3(b), the quality of the solution obtained by our algorithm again closely follows
the optimal solution.
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Fig. 3. Average quality of solutions obtained using proposal (taken over all video sequences) for: (a) variable number of video
streams; (b) different MBS area sizes.
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Fig. 4. Average running times for: (a) variable number of video streams; (b) different MBS area sizes.

6.2.2 Running Time. In the second set of experiments, we evaluate the running time of our algo-
rithm against that of finding the optimum solution. Fixing the approximation parameter at 0.1 and
the MBS area size at 100 Kb, we measure the running time of our algorithm for a variable number
of 3D video streams. Figure 4(a) compares our results with those measured for obtaining the optimal
solution. As shown in the figure, the running time of the S3VM algorithm is almost a quarter of the
time required to obtain the optimal solution for all samples. In Figure 4(b), we show the results for a
second experiment where the number of videos was fixed at 30 streams and the MBS area size was
varied from 100 Kb to 350 Kb. From the figure, it is clear that the running time of our algorithm is still
significantly less than that of the optimum solution.

6.2.3 Approximation Parameter. In the last experiment, we study the effect of the approximation
parameter value ε on the running time of our algorithm. We use 30 video streams with an MBS area
size of 100 Kb, and vary ε from 0.1 to 0.5. As shown in Figure 5(a), increasing the value of the approxi-
mation parameter results in faster running time. In the description of the S3VM algorithm in Section
4.2, the scaling factor K is proportional to the value of ε. Therefore, increasing ε results in smaller
quality values which reduces the size of the dynamic programming table and consequently the run-
ning time of the algorithm at the cost of increasing the gap between the returned solution and optimal
solution, as illustrated in Figure 5(b).
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Fig. 5. Average running times for different approximation parameter values.
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Fig. 6. Allocation algorithm performance in terms of receiver buffer occupancy levels of selected substreams using a 4 second
scheduling window: (a) receiving buffer; (b) consumption buffer; (c) overall buffer level.

6.3 Radio Frame Allocation Results

To study the performance of our allocation algorithm, we generate a 500 second workload from each 3D
video. We do this by taking the 8-second video streams, starting from a random initial frame, and then
repeating the frame sequences. The resulting sequences are then encoded as discussed in Section 6.1.
The experiments are performed over a period of 50 consecutive scheduling windows.

6.3.1 Buffer Level Validation. In this experiment, we validate that the output schedule from the
proposed allocation algorithm does not result in buffer violations for receivers. We set the scheduling
window duration to 4 seconds and the size of the receivers’ buffers to 500 kb. We then plot the to-
tal buffer occupancy for each multicast session at the end of each TDD frame within the scheduling
window. The total buffer occupancy is calculated as the sum of the receiving buffer level and the con-
sumption buffer level. Figure 6 demonstrates the buffer occupancy for the two buffers as well as the
total buffer occupancy for one multicast session. As can be seen from Figure 6(a), the receiver buffer
occupancy never exceeds the buffer size, indicating no buffer overflow instances. For the consumption
buffer, we observe that its occupancy jumps directly to the maximum level as soon as the buffer be-
comes empty due to buffer swapping, as shown in Figure 6(b). Similar results were obtained for the
rest of the multicast sessions. This indicates that no buffer underflow instances occur.

6.3.2 Energy Saving. In the last experiment, we evaluate the energy saving performance of our
radio frame allocation algorithm. For this evaluation, we use the power consumption parameters of
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Fig. 7. Average energy saving for: (a) variable number of videos streams; (b) variable scheduling window duration; and
(c) variable receiver buffer size.

an actual WiMAX mobile station [Sequans Communications 2007]. The power consumption during
the sleep mode and listening mode is 10 mW and 120 mW, respectively. This translates to an energy
consumption of 0.05 mJ and 0.6 mJ, respectively, for a 5-ms radio frame. In addition, the transition
from the sleep mode to the listening mode consumes 0.002 mJ. We set the TDD frame size to 150 kb
and the receiver buffer size to 500 kb. Using a 2-second scheduling window, we vary the number of
multicasted videos from 5 to 20 and measure the average power saving over all streams, as shown in
Figure 7(a). Next, keeping all other parameters the same, we set the number of videos to 5 and vary the
duration of the scheduling window from 2 to 10 seconds. We plot the average energy savings along with
the variance in Figure 7(b). Finally, in Figure 7(c), we evaluate the energy saving at different buffer
sizes. We set the number of video to 10, the duration of the window to 2 seconds, and vary the receiver
buffer size from 500 to 1000 kb. As can be seen from Figure 7, our eS3VM algorithm maintains a high
average energy saving value, around 86%, over all transmitted streams. In all cases, the measured
variance was very small and hardly noticeable in the figures.

7. CONCLUSIONS

We formulated the 3D video multicasting problem in wireless environments. In this problem, it is
required to select the reference representation that maximizes the quality of the synthesized views
rendered on the receiver’s display given the bandwidth limitations of the channel. We showed that the
problem is NP-complete. We presented an approximation algorithm for solving the problem in multi-
cast services over 4G wireless networks. Our algorithm leverages scalable coded multiview-plus-depth
3D videos and performs joint texture-depth rate-distortion optimized substream extraction to maxi-
mize the average quality of rendered views over all 3D video streams. We proved that our algorithm
has an approximation factor of (1 − ε) and a running time complexity of O(nS/ε), where n is total
number of layers, S is the total number of streams, and ε is the approximation parameter. A radio
frame allocation algorithm was then presented as an extension to our algorithm to efficiently schedule
the chosen substreams such that the power consumption of the receiving mobile devices is minimized
without introducing any buffer overflow or underflow instances. We evaluated the performance of our
algorithm using trace-based simulations of 3D videos that have different characteristics. Each of these
videos is encoded into 5 quality layers. Results show that our algorithm runs much faster than enu-
merative algorithms for finding the optimal solution. And the returned set of substreams yields an
average quality for the synthesized views that is within 0.3 dB of the optimal. Moreover, our energy
efficient radio frame allocation results in schedules that reduce the average power consumption of the
receivers by 86% on average.
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APPENDIXES

A. BACKGROUND

A.1 Auto-Stereoscopic 3D Displays

Traditional 3D displays, including almost all commercially available 3DTV displays nowadays, require
the viewer to wear special glasses that present two different images to each eye. Auto-stereoscopic
displays relief the viewer from the discomfort of wearing specialized glasses by dividing the viewing
space into a finite number of viewing slots where only one image (view) of the scene is visible. Each
of the viewer’s eyes sees a different image, and those images change as the viewer moves or changes
his head position. Two-view auto-stereoscopic displays divide the horizontal resolution of the display
into two sets. Every second column of pixels constitutes one image of the left- and right-image pair,
while the other image consists of the rest of the columns. The two displayed images are visible in
multiple zones in space. However, the viewer will perceive a correct stereoscopic image only if standing
at the ideal distance and in the correct position. Moving much forward or backward from the ideal
distance greatly reduces the chance of seeing a correct image.

If the two-view stereoscopic display is equipped with a head-tracking device, it can prevent incorrect
pseudoscopic viewing by displaying the right and left images in the appropriate zones. One main dis-
advantage of head-tracking stereoscopic displays is that they only support a single-viewer. Moreover,
they should be designed to have minimal lag so that the user does not notice the head tracking. Multi-
view autostereoscopic displays overcome the limitations of two-view and head-tracking stereoscopic
displays by increasing the number of displayed views. Thus, they have the advantage of allowing view-
ers to perceive a 3D image when the eyes are anywhere within the viewing zone. This enables multiple
viewers to see the 3D objects from their own point of view, which makes these displays more suitable
for applications such as computer games, home entertainment, and advertising.

A.2 3D Video Representation

Multiview 3D videos can be represented explicitly or implicitly. In an explicit representation, all possi-
ble views are either coded separately (simulcast coding) or jointly using multiview coding [Vetro et al.
2011]. Using only texture information to drive multiview displays requires providing a large number
of views to the display. This is not efficient since it requires transmitting a large amount of data which
can exceed the network capacity. Even if multiview coding is used to encode the views, the resulting
bit rate will still be proportional to the number of views [Müller et al. 2011]. Moreover, it has been
shown that for common multiview coding conditions only up to 30% of the macroblocks are predicted
from inter-view reference pictures [Merkle et al. 2007].

Implicit representation of multiview videos overcomes this by transmitting scene geometry informa-
tion, such as depth maps, along with the texture data. This is known as the video-plus-depth (V+D)
representation [Akar et al. 2007]. Given the scene geometry information, a high-quality view synthesis
technique such as depth image-based rendering (DIBR) [Kauff et al. 2007; Fehn 2004] can generate any
number of views, within a given range, using a fixed number of received views as input. This signifi-
cantly reduces the bandwidth requirements for transmitting the 3D video, as the receiver would only
need to receive a subset of the views along with their depth maps and generate the remaining views.
Video-plus-depth representations also have the advantage of providing the flexibility of adjusting the
depth range so that the viewer does not experience eye discomfort [Arican et al. 2009]. In addition,
the video can be displayed on a wide variety of auto-stereoscopic displays with a different number
of rendered views. Because of the aforementioned advantages, the free-viewpoint television working
group in MPEG has chosen V+D as the 3D scene representation format. It is possible to reduce the
transmitted video data even more by exploiting the redundancies between the views of the multiview
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Fig. 8. Synthesizing three intermediate views using two reference views and associated depth maps. Newspaper video se-
quence, c© GIST (used with permission).

texture streams, as well as the redundancies between the multiview depth map streams, using the
multiview coding (MVC) profile of H.264/AVC [Vetro et al. 2011]. This, however, will only be acceptable
for non-real-time streaming scenarios due to the high coding complexity of such encoders.

Rendering a virtual view from a single reference view and its associated depth map stream suffers
from the disocclusion or exposure problem, where some regions in the virtual view have no mapping
because they were invisible in the reference view. These regions are known as holes and require ap-
plying a filling algorithm that interpolates the value of the unmapped pixels from surrounding areas.
This disocclusion effect increases as the angular distance between the reference view and the virtual
view increases. Virtual views may be synthesized more correctly if two or more reference views, from
both sides of the virtual view, are used [Gotfryd et al. 2008]. This is possible because areas which are
occluded in one of the reference views may not be occluded in the other one. An illustrative example
of this process is given in Figure 8. Each of the reference views on the left and the right have two
components: a texture image and a depth map. Using the depth map and the corresponding camera
parameters of the reference view, as well as the camera parameters of the target view, the texture
components of the references are individually warped using a DIBR algorithm to the target view. By
blending the two resulting images, an synthetic image is generated where texture information for
occluded regions in either reference are obtained from the other.

A.3 Scalable Video Coding

In this article, we assume that the 3D video content is represented using multiple texture video
streams, captured from different viewpoints of the scene, and their respective depth map streams.
The streams are simulcast coded in order to support real-time service. We leverage scalable video
coders (SVCs) that encode video content into multiple layers [Schwarz et al. 2007]. These scalable
coded streams can then be transmitted and decoded at various bit rates. This can be achieved using
an extractor that adapts the stream for the target rate and/or resolutions. The extractor can either
be at the streaming server side, at a network node between the sender and the receiver, or at the
receiver-side. In the context of this paper, the base station in a wireless video broadcasting service
will be responsible for extracting the substreams to be transmitted. Each extracted substream can be
rendered at a lower quality than the original (complete) stream.
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B. MODELING SYNTHESIZED VIEWS DISTORTION

In order to efficiently utilize available channel bandwidth such that the quality of all rendered views at
the receiver side is maximized, we need to understand the sources of distortion in a synthesized view.
Four factors contribute to the distortion of a synthesized view: (i) compression of reference texture
video streams and depth map streams; (ii) performance of the view synthesis algorithm; (iii) inherent
inaccuracy of depth maps; and (iv) whether or not captured texture videos are well rectified, that is,
have been transformed such that the two image planes are co-planar and pairs of conjugate epipolar
lines become collinear and parallel to one of the image axes. Assuming a well-rectified camera system
and fixing the view synthesis algorithm and depth maps, the distortion of a virtual view will only
depend on the compression of texture video and depth map streams.

The quality of synthesized views can be evaluated by the mean-squared error between the synthe-
sized image and the original image at that viewpoint. However, it is not practical in many 3D video
applications to assume that the original view at the synthesized position exists. For example, auto-
stereoscopic displays may render views at arbitrary positions along the baseline distance between any
two views in the original multiview video. Thus, it is necessary to have an accurate model that repre-
sents the distortion of a synthesized image based on the distortions of reference images.

We chose the model proposed in Yuan et al. [2011] for its simplicity and low complexity. In the chosen
model, the distortion of a synthesized view is represented as given in Eq. (12), where DL

t and DR
t are

the distortions of the left texture video and the right texture video, respectively, and DL
d and DR

d are the
distortions of the left and right depth map streams, respectively. f is the focal length of the camera,
and l is baseline distance between the cameras. Parameters ρ, ζ , η, and θ are view-dependent model
parameters, ωL and ωR are two coefficients satisfying ωL + ωR = 1, and M and C are constants. �L
and �R are two parameters determined by the contents of the left and the right images, respectively
[Mathew and Taubman 2010].
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RDR

t + ω2
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(
f l
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�LDL
d

+ω2
R

(
f l
M

)2

�RDR
d + C

= ρDL
t + ζ DR

t + ηDL
d + θ DR

d + C. (12)

Experimental results in Yuan et al. [2011] show that DL
t and DR

t are similar when the two texture
views are compressed by the same quantization parameter and they can be approximated by Dt, which
is the average distortion of the left and right views’ texture streams. Similarly, DL

d and DR
d can be

approximated by the average distortion of the left and right depth maps, Dd. Thus, if the same quanti-
zation parameter is used for compressing the reference textures and another quantization parameter
value for compressing both the left and right reference depth map streams, we get the simplified model
given by Eq. (13).

Dv = (
ω2

L + ω2
R

)
Dt + (

ω2
L + ω2

R

) (
f l
M

)2

�̄Dd + C

= αDt + βDd + C. (13)

To validate that the relation between the quality of the synthesized views and the quality of the
texture and depth maps of the reference views can be approximated by a linear plane, we perform the
following experiment. For a set of 6 multiview video sequences and their associated depth maps, we
chose two reference views which are 4 baseline distances apart from each video. We encoded 30 frames
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Table II. 3D Video Sequences Used in 3D Distortion Model Validation Experiments
Sequence Resolution Number of Views Reference Views Synthesized Views
Champagne 1280 × 960 80 37, 41 38, 39, 40
Pantomime 1280 × 960 80 37, 41 38, 39, 40
Kendo 1024 × 768 7 1, 5 2, 3, 4
Balloons 1024 × 768 7 1, 5 2, 3, 4
Lovebird1 1024 × 768 12 4, 8 5, 6, 7
Newspaper 1024 × 768 9 2, 6 3, 4, 5
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Fig. 9. Average quality of 3 synthesized views from decoded substreams of the Balloons sequence with respect to views synthe-
sized from uncompressed references.

(about 1 second) of the texture and depth map streams of the chosen views using the Joint Scalable
Video Model (JSVM) software [JSVM 2011]. JSVM is the reference software for scalable video coding
(SVC). The encoder was configured such that the generated scalable streams contain 4 layers (one base
layer and three MGS enhancement layers). A description of the sequences used in our experiment is
given in Table II.

We use two video quality metrics to calculate the quality for each layer of the left and right reference
streams. This is done for both texture and depth streams. The two metrics used are luminance com-
ponent Peak Signal to Noise Ratio (Y-PSNR) and structural similarity (SSIM) [Wang et al. 2004]. We
then synthesize three intermediate views between the two reference views using the view synthesis
reference software (VSRS) [Tanimoto et al. 2008]. VSRS uses two reference views, left and right, to
synthesize an intermediate virtual view by using the two corresponding reference depth maps. The
distortion in views synthesized from reconstructed references is a summation of both the distortion
resulting from compression and the distortion resulting from the view synthesis process. We calculate
the average quality for each texture and depth map substream combination against views synthesized
at the same camera position but from the uncompressed reference streams. This will demonstrate only
the effect of reference views compression on the view synthesis process. A sample from our results is
shown in Figure 9; results for other video sequences are similar. The figure illustrates the relationship
between the average quality of the left and right reference textures, the average quality of the left and
right depth maps, and average quality of the 3 synthesized views in terms of PSNR and SSIM values.
As shown in the figure, all surfaces can indeed be approximated by a linear surface in the form given
in Eq. (1).
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C. BIT RATES AND QUALITY VALUES FOR EVALUATION TEST SEQUENCES

Table III. Data Rates (kbps) and Y-PSNR Values (dB) Representing Each Layer of the Salable
Encodings of the Texture and Depth Streams

1 Layer 2 Layers 3 Layers 4 Layers 5 Layers
Sequence r1 q1 r2 q2 r3 q3 r4 q4 r5 q5

Champagne
t 157 35.3511 284 36.4732 653 39.5048 971 40.6820 1493 42.2360
d 64 40.2629 104 40.9074 238 43.2668 386 44.3530 650 45.6268

Pantomime
t 517 34.5877 674 35.4403 1183 38.2229 1670 39.5058 2398 41.3435
d 119 40.6100 180 41.2614 352 42.9276 554 43.8257 896 44.8836

Kendo
t 295 35.9112 415 36.8813 771 39.4434 1121 40.6169 1697 42.0590
d 203 38.5026 294 39.3620 546 41.5120 819 42.6939 1264 44.0096

Balloons
t 217 35.3134 342 36.4006 716 39.1762 1068 40.3533 1665 41.8603
d 101 38.7728 162 39.6052 348 41.7705 564 42.8321 952 44.0922

Lovebird1
t 137 33.8922 282 34.9077 739 37.9702 1108 39.1853 1710 40.7982
d 30 43.1877 52 43.7545 116 45.3736 207 46.4544 370 47.5168

Newspaper
t 168 34.7678 295 35.7765 694 38.7524 1035 39.9533 1587 41.4886
d 79 39.1052 126 39.7935 288 41.8723 466 42.9496 787 44.2220
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