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A major issue of activity recognition in sensor networks is automatically recognizing a user’s high-
level goals accurately from low-level sensor data. Traditionally, solutions to this problem involve the
use of a location-based sensor model that predicts the physical locations of a user from the sensor
data. This sensor model is often trained offline, incurring a large amount of calibration effort.
In this article, we address the problem using a goal-based segmentation approach, in which we
automatically segment the low-level user traces that are obtained cheaply by collecting the signal
sequences as a user moves in wireless environments. From the traces we discover primitive signal
segments that can be used for building a probabilistic activity model to recognize goals directly.
A major advantage of our algorithm is that it can reduce a significant amount of human effort
in calibrating the sensor data while still achieving comparable recognition accuracy. We present
our theoretical framework for activity recognition, and demonstrate the effectiveness of our new
approach using the data collected in an indoor wireless environment.
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1. INTRODUCTION

A major objective of artificial intelligence and pervasive computing is recog-
nizing high-level goals and activities from low-level signals obtained through
sensors. With recent advances in pervasive computing technology, it is now
possible to track a mobile user’s context information as streams of sensor data.
Being able to accomplish activity recognition plays an important role in the
development of many important applications. A typical example is to help
individuals with cognitive disorders live safely and independently at home
[Patterson et al. 2003]. Other potential applications include the provision of
timely and useful context-dependent services for shoppers and logistic support.
In supporting activity recognition, a challenge is to enable activity recognition
through low-cost and universally available wireless sensor networks and wire-
less local area networks. In this article, we address the problem of recognizing a
user’s high-level activities from low-level radio-frequency (RF) signals from an
IEEE 802.11 Wireless Local Area Network (WLAN) in an indoor environment,
where no global-positioning system (GPS) is available.

In recent works, probabilistic approaches to activity recognition [Blaylock
and Allen 2003; Charniak and Goldman 1993; Han and Veloso 2000] have been
shown to be more robust and adaptable in recognizing an agent’s goals and
plans as compared to logic-based approaches [Kautz and Allen 1986; Lesh and
Etzioni 1995]. However, most of these works have been restricted to high-level
inferences. Only in recent years, have attempts been made to integrate high-
level behavior inference with low-level sensor modeling. The main challenge
is to bridge the gap between low-level sensor data and high-level activities
through statistical models such as hidden Markov models (HMMs) [Bui et al.
2002] and dynamic Bayesian networks (DBNs) [Liao et al. 2004; Yin et al.
2004]. An overriding theme of these works has been to bridge the gap between
low-level sensor data and high-level human activities through the inference of
locations.

A traditional approach to activity recognition is through a location-based
sensor model, where the location sequences are first estimated from low-level
sensor data. High-level activities and goals are then recognized via the esti-
mated location sequences. This approach can be referred to as Location-Based
Activity Recognition (LAR). However, a major challenge of LAR is to predict the
locations accurately and robustly when an indoor wireless environment changes
from time to time, much calibration data must be obtained as the training data
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for building the LAR model. Particularly, when there is much noise involved
in the sensor data, the performance of the LAR model can degrade due to a
decreased accuracy in predicted indoor locations.

To address this problem, in this article, we propose an alternative proba-
bilistic approach for activity recognition, which is referred to as Segmentation-
Based Activity Recognition (SAR). Our intuition is that although accurate
prediction of individual locations of a moving agent might be useful in recog-
nizing location-based activities, there is a large class of a person’s activities in
a building where each activity is more or less rough-grained in that the precise
location information is not needed. Instead, a rough idea of the general trends
of a user’s movements is sufficient for activity recognition. This observation
allows us to focus on the patterns of an activity as a whole, rather than each
individual element of a pattern. For example, on seeing that a certain sensor’s
signal reading is gradually increasing while another, far away sensor’s reading
is gradually decreasing, we can recognize that the agent is moving towards the
first sensor, without having to know the precise location of the agent at each
moment. Using the SAR approach, high-level activities can be directly inferred
from sequences of primitive signal segments. The resulting model is a high-
level activity recognition model that bypasses the location level and directly
bridges between sensor data and activities.

In this article, we show that using the SAR model has the following great
advantages over the LAR model. First, the calibration effort for activity recog-
nition can be significantly reduced because it only needs the user traces with
goal labels as input. This corresponds to much less data collection effort as
compared to the LAR approach, because the LAR approach requires that the
signals collected at each location must be coupled with a human-input location
label. We show that despite much less calibration effort, the SAR approach can
still achieve comparable recognition accuracy when compared to the LAR ap-
proach. Second, the SAR approach is more robust than the LAR approach with
respect to the observation noise involved in the user traces. Third, the LAR
approach can be easily extended to recognize fine-grained indoor activities that
require motion skills in one location, by incorporating additional information
from motion sensors [Loke 2005].

In particular, in building the SAR model, the input of the segmentation al-
gorithm consists of a collection of user traces, each corresponding to a sequence
of signals received by the mobile device when a user is moving in a wireless
environment. Each trace is a multivariate time series associated with a goal
label, which indicates the objective the user is achieving in that trace. Taking
the training data as input, we apply an EM algorithm to obtain a probabilistic
segmentation model, so that the signal segments represented as motion pat-
terns, along with their transition probabilities can be learned for each activity.
In the online phase, given the model learned from the training data, a new user
trace can be automatically partitioned into signal segments as it is received by
a mobile device, and the corresponding goal can be recognized.

The rest of the article is organized as follows. Section 2 formulates the prob-
lem of activity recognition. Section 3 reviews previous work related to our
problem. Section 4 discusses the location-based activity recognition algorithm.
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Section 5 presents our new segmentation-based algorithm for activity recogni-
tion. Section 6 evaluates our proposed algorithm through extensive experiments
on a real data set collected from a WLAN environment. Section 7 concludes the
article and discusses directions for future work.

2. PROBLEM STATEMENT AND APPLICATION DOMAIN

Let Y be an observed trace that records a user’s activities in a wireless en-
vironment. The trace, Y , is a multivariate time series that consists of T
samples Y1, Y2, . . . , YT . Each sample, Yi, is an m-dimensional signal vector
Yi =< Y 1

i , Y 2
i , . . . , Y m

i > received at the time instant ti, where m is the number
of sensors (APs). Each trace, Y , is associated with one goal label, Gi ∈ G, where
Gi denotes the goal aimed at by the user in the trace, and G is the set of all
possible goals in a certain environment. The problem of activity recognition can
be defined in two phases:

(1) In the offline phase, suppose that we are given a collection of training se-
quences, D = {Y (1), Y (2), . . . , Y (N )}, which consists of user traces, Y (i), to-
gether with their associated goal label, Gi. Our objective is to train a model
of how each high-level activity would lead to possible sequences of observa-
tions. Specifically, we need to learn an activity recognition model, MA, for
specifying the conditional probability distributions, P (Y (i)|Gi).

(2) In the online phase, given a newly observed user trace Y with unknown
goals, we would like to compute a predicted goal G∗ for the trace Y , such
that

G∗ = arg max
Gk

P (Gk|Y , MA).

In the discussion that follows, we use the terms activity recognition, plan recog-
nition, and goal recognition interchangeably.

We now illustrate the problem of activity recognition in an indoor WLAN
environment. The layout of the environment is shown in Figure 1. In the figure,
four APs are marked with solid circles in this area, each of which is identified
by its unique Media Access Control (MAC) address.

While a user with a mobile device performs different activities in this en-
vironment, the mobile device can periodically record signal-strength measure-
ments from the APs. After collecting user traces and labeling each trace with
its intended goal, we thus obtain a database of a user’s behavior traces, as given
in Table I. Two examples of these user traces are: G4 = Entrance3-to-Office and
G5 = Office-to-Print-in-Room1. Each user trace is represented as a sequence of
signal-strength values, where each element of the trace is a signal-strength vec-
tor. At each time instant ti, the vector consists of three pairs of MAC addresses
and signal-strength measurements received from the corresponding APs. For
illustration, we can see from Table I that, at the time instant t2, the signal-
strength values received from the three APs in the first user trace are −81,
−77, −64, and −41, respectively.

In the training phase, an activity recognition model can be learned to model
the mappings between signal-strength values and activities based on these
user traces. Then in the online phase, when new signal-strength values are
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Fig. 1. The layout of the office area of the department of computer science and engineering at the
Hong Kong University of Science and Technology.

Table I. Examples of User Traces

Observed Signal Sequences
Trace # t1 t2 · · · tn Goal #

(AP1 : −80) (AP1 : −81) · · · (AP1 : −68)
1 (AP2 : −78) (AP2 : −77) · · · (AP2 : −84) G1

(AP3 : −62) (AP3 : −64) · · · (AP3 : −81)
(AP4 : −37) (AP4 : −41) · · · (AP4 : −65)
(AP1 : −66) (AP1 : −63) · · · (AP1 : −78)

2 (AP2 : −85) (AP2 : −81) · · · (AP2 : −75) G2
(AP3 : −84) (AP3 : −78) · · · (AP3 : −61)
(AP4 : −67) (AP4 : −59) . . . (AP4 : −43)

received from the APs while a user is moving, we wish to infer the most likely
activity that he is engaging in. For example, when a new user trace < (AP1 :
−79)(AP2 : −75)(AP3 : −64)(AP4 : −40) >< (AP1 : −80)(AP2 : −75)(AP3 :
−65)(AP4 : −43) > . . . is observed, we would like to infer which goal the user
is most likely pursuing, G1 or G2, in the environment.

The focus of our work is to build an activity recognition model while incur-
ring less calibration effort for data collection. As we discussed in Section 1,
many traditional approaches to activity recognition first build a location-based
sensor model and then use the sensor model to construct a hierarchical activity
recognition model. In order to construct the sensor model, manual effort is re-
quired to label the signal-strength samples received at each physical location.
However, such approaches have a number of limitations. First, collecting the
training data itself is very labor intensive, as sufficient samples must be cal-
ibrated for each location. For example, suppose that in a small office building
environment with 100 selected physical locations, 100 samples are collected at
each location, with one sample per second. To construct a location-based sensor
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model, several hours are typically required by a person to collect and calibrate
the data, even for this relatively small area. The calibration problem is more
serious when the area of interest, such as a shopping mall, is very large, where
spatially high-density calibration is needed. Second, even when the location
labels are obtained, such data may need repeated updates due to the dynam-
ically changing environment. For example, in an office building environment,
due to the change of temperature, moisture, and lighting, signal-strength val-
ues received at the same location may change drastically from the night to
the daytime. Therefore, it is very expensive to repeatedly collect training data
for maintaining the accuracy of a sensor model. Consequently, location-based
activity recognition has been difficult to accomplish in an indoor environment.

A naive way to reduce the calibration effort is to simply reduce the number
of samples collected at each physical location. However, this simple sample-
reduction approach may lead to an inaccurate sensor model, which subse-
quently limits the accuracy of activity recognition. To illustrate this point, we
applied a hierarchical activity recognition algorithm as described in our previ-
ous work [Yin et al. 2004] (which we will review in Section 4), where we proposed
a two-level architecture of Bayesian models to infer a user’s goals based on a
location-level sensor model. The sensor model in this approach stores a signal-
strength distribution at each sampled location, which allows the locations to
be inferred from the received signal-strength values at the mobile device. How-
ever, when the training samples calibrated for each location are reduced, the
signal-strength distributions can easily get skewed and subsequently the per-
formance of activity recognition degrades remarkably. Specifically, when the
samples calibrated at each location are reduced from 100 to 50, the recogni-
tion accuracy decreases from 92.7% to 78.7%. Therefore, what would be ideal
is allowing an activity recognition model to accurately recognize goals without
tediously building a location-based sensor model. In this article, we present a
user-trace segmentation based approach to achieve this objective.

3. RELATED WORK

In this section, we review previous work related to our activity recognition prob-
lem in three parts. In Section 3.1, we review research in plan recognition that
includes both logic-based plan recognition and probabilistic plan recognition.
In Section 3.2, we review different approaches to constructing sensor models
for estimating locations from signals. In Section 3.3, we discuss other related
probabilistic models used for activity recognition. Finally, in Section 3.4, we re-
view related work in time series analysis and segmentation in the data mining
area.

3.1 Plan Recognition

In the area of artificial intelligence, recognizing a user’s high-level activities
has traditionally been a major focus of plan recognition [Blaylock and Allen
2003; Charniak and Goldman 1993; Goldman et al. 1999]. Plan recognition is
the process of inferring an agent’s goals and plans from observations. Typically,
the observations can be actions performed by an agent, or observable effects
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of the actions. In previous literature, there are two categories of methods for
solving the problem of plan recognition: logical approaches and probabilistic
approaches.

Given a set of observations, logical approaches search a space of possible plan
hypotheses for candidate plans and goals that account for the observations. To
form the search space in a given domain, a well-defined plan library about
the domain knowledge is required. Kautz’s event hierarchy formalism is one
of the most famous frameworks for performing plan recognition [Kautz and
Allen 1986; Lesh and Etzioni 1995]. In this framework, actions and plans are
uniformly referred to as events. An event hierarchy is a collection of first-order
statements that represent the abstraction and decomposition relations among
various types of events. After each observation is received, deductive inference
is used to reason from a set of observations to form hypotheses about possible
top-level plans and future actions. Recently, logic programming has been widely
used to represent and reason about the users’ situations for building context-
aware systems [Loke 2005]. While logical approaches provide a formally elegant
solution for plan recognition, the most serious problem is that they are not able
to represent uncertainty. Therefore, there is a lack of methods used for choosing
one particular plan over another, as long as the observations can be explained
by both of them.

Probabilistic approaches, on the other hand, consider plan recognition as
a process of inference under uncertainty. Under the probabilistic framework,
an agent can compute a probability distribution over all the candidate plans.
This therefore allows the recognizer to distinguish among equally possible, but
unequally plausible explanations for the observations. Over the years, various
probabilistic models have been proposed to reason about an agent’s plans and
goals [Blaylock and Allen 2003; Charniak and Goldman 1993; Han and Veloso
2000; Pynadath and Wellman 2000]. A Bayesian network was used for plan
recognition in story understanding [Charniak and Goldman 1993]. In the UNIX
domain, a corpus-based N-gram model was proposed to predict a user’s goal from
a given sequence of command actions [Blaylock and Allen 2003]. In addition,
other advanced stochastic models for activity recognition were proposed, such
as dynamic Bayesian networks (DBNs) [Albrecht et al. 1998] and probabilistic
state dependent grammars [Pynadath and Wellman 2000]. However, most of
these works were restricted to high-level inference in which action sequences
were taken as input, whereas the challenge of dealing with low-level sensor
data has not been addressed.

In recent years, there has been an increasing interest in recognizing high-
level human behavior from various types of sensors [Bui et al. 2002; Liao
et al. 2004; Muhlenbrock et al. 2004; Yin et al. 2004]. This gives birth to a
newly emerging research problem—sensor-based activity recognition—which
involves pervasive computing and artificial intelligence. In an outdoor environ-
ment, a DBN was applied to estimate a person’s locations and transportation
modes from logs of GPS measurements [Liao et al. 2004; Patterson et al. 2003].
Since the GPS technology can directly provide physical locations and even ve-
locity information, location-based activity recognition can be enabled in which
calibrated data with locations are not required. In an indoor environment, Yin
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et al. [2004] proposed a two-level architecture of Bayesian models to infer a
user’s goals based on RF signal strength received from a wireless network.
Muhlenbrock et al. [2004] applied the maximum a posteriori (MAP) estimation
to infer the users’ activities and availabilities from a variety of sensor data.
These works explicitly relied on training a location-based sensor model to esti-
mate locations from signals, through which goals can be recognized at the high
level. Therefore, the calibrated data labeled with locations are part of the input
for training. Likewise, in the vision community, abstract hidden Markov mod-
els (AHMMs) [Bui et al. 2002; Nguyen et al. 2003] were introduced to infer a
person’s goals from camera data. Similarly, a location-based sensor model was
required to be trained so as to convert camera images into locations.

In summary, an overriding theme of these works has been to bridge the gap
between high-level activities and low-level sensor readings through inference
about locations. As a result, a location-based sensor model at the low level is
needed to be trained offline in order to enable higher-level activity recognition
to be performed online. This requires a lot of manual calibration, which is quite
expensive and time-consuming. Therefore, in this work, we focus on the prob-
lem of how to reduce the calibration effort in building an activity-recognition
model.

3.2 Location Estimation

In the pervasive computing area, significant research work has been done on
determining and tracking a user’s locations from sensor data to provide location-
based services. Examples include the use of GPS [Enge and Misra 1999],
wide-area cellular-based systems [Tekinay 1998], ultrasonic-based systems
[Priyantha et al. 2000], infrared-based systems [Want et al. 1992], and
RF-based systems [Bahl and Padmanabhan 2000; Bahl et al. 2000; Fox et al.
2002; Youssef et al. 2003; Ladd et al. 2002]. Among these systems, the class
of RF-based systems, which utilize an underlying wireless network, such as
802.11b, to estimate the locations of users, has gained more attention recently,
especially for indoor applications. Unlike infrared-based systems, RF-based
techniques can provide more ubiquitous coverage, and do not require additional
expensive hardware for location determination, thereby enhancing the value of
the wireless network.

In general, RF-based systems function in two phases: an offline training
phase and an online localization phase. In the offline phase, a sensor model
is built by tabulating the signal-strength values received from the APs at se-
lected locations in the area of interest. These values comprise a sensor model
of the physical region, which is compiled into a nonparametric or parametric
prediction model for the online phase. In the online phase, the real-time signal-
strength samples received from the APs are used to search the sensor model to
estimate the current location based on the learned model.

RF-based location-estimation techniques can be classified into two broad
categories: nonparametric techniques and parametric techniques. Nonpara-
metric techniques [Bahl and Padmanabhan 2000; Bahl et al. 2000; Smailagic
and Kogan 2002] apply deterministic inference methods to estimate a client’s
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location. For example, the RADAR system by Microsoft Research [Bahl and
Padmanabhan 2000; Bahl et al. 2000] uses the k-nearest neighbor method to
infer a user’s location. Each signal-strength sample is compared against the
sensor model in the online phase. The coordinates of the k best matches are
averaged to give the location estimation.

Parametric techniques, on the other hand, construct the signal-strength dis-
tributions over different locations in the sensor model and use probabilistic in-
ference methods for localization [Ladd et al. 2002; Roos et al. 2002; Youssef and
Agrawala 2004; Youssef et al. 2003]. The robotics-based location sensing system
[Ladd et al. 2002] applies Bayesian inference to compute conditional probabili-
ties over locations based on received signal-strength samples from various APs.
The spatial constraints of a user’s movements are also used in a post-processing
step to refine the estimation. In Youssef et al. [2003], locations in the area are
preclustered into groups so as to reduce the computational cost of searching
the sensor model. Chai and Yang [2005] make use of user traces that are not
labeled with locations, in an effort to reduce the calibration effort for building
the sensor model. The core of all these techniques is the use of Bayesian infer-
ence to compute posterior probabilities over locations conditioned on received
signal-strength values.

However, despite the large amount of work in this area, there has been little
study on modeling and inferring a user’s activities from sequences of sensor
data. Yet as observed in Patterson et al. [2003], having a good understanding
about a user’s high-level behavior patterns and goals will help in estimating
the user’s current locations.

3.3 Other Relevant Probabilistic Models

Our probabilistic segmentation model is closely related to two existing proba-
bilistic models: hierarchical hidden Markov models (HHMMs) [Bui et al. 2004;
Fine et al. 1998] and switching linear dynamic systems (SLDSs) [Bregler 1997;
Ghahramani and Hinton 1998; Murphy 1998; Oh et al. 2005; Pavlović and Rehg
2000; Pavlović et al. 1999, 2000].

The hierarchical hidden Markov model (HHMM) is an extension of the
standard hidden Markov model (HMM) to include a hierarchy of the hidden
states. Therefore, an HHMM generates observation sequences by a recursive
activation of one of the substates of a state in the model. Motivated by the
inside-outside algorithm [Lari and Young 1990] for probabilistic context-free
grammars (PCFGs), Fine et al. [1998] presented a method for inference and
expectation-maximization (EM) parameter learning in the HHMM with the
complexity of O(N T 3), where T is the length of the observation sequence, and
N is the total number of hidden states. Nevertheless, the state hierarchy in the
original HHMM is restricted to a tree structure, which prohibits two different
states from having the same child. To address this problem, Bui et al. [2004]
proposed a general HHMM in which the state hierarchy can be a lattice, which
allows arbitrary sharing of substructures.

The switching linear dynamic system (SLDS) can be viewed as a general-
ization of an HMM in which each switching state is associated with a linear

ACM Transactions on Sensor Networks, Vol. 4, No. 4, Article 19, Publication date: August 2008.



19:10 • J. Yin et al.

dynamic system (LDS). An SLDS model can represent the nonlinear dynamic
behavior of a complex system by switching among a set of LDS models over
time. Therefore, an SLDS is more appropriate to represent and model com-
plex human behavior than an HHMM. However, offsetting this advantage is
the fact that exact inference in an SLDS is intractable, which in turn compli-
cates parameter learning via the EM algorithm [Murphy 1998; Pavlović and
Rehg 2000; Pavlović et al. 2000]. Therefore, there have been many efforts to
derive approximate inference techniques for SLDS models. Previous work on
approximate inference in SLDS models includes approximate Viterbi inference
[Pavlović et al. 1999], generalized pseudo Bayesian (GPB2) inference [Pavlović
et al. 2000], structured variational methods [Ghahramani and Hinton 1998;
Pavlović et al. 2000], and Markov-Chain Monte-Carlo (MCMC) methods [Oh
et al. 2005].

3.4 Time Series Analysis and Segmentation

Our work is also related to time series analysis and segmentation in the data
mining area. On the surface, segments can be obtained by applying existing
time-series analysis algorithms. However, on closer examination, this is not the
case. In the data mining area, many previous works [Chiu et al. 2003; Oates
2002; Zaki 2001] focused on finding frequent patterns based on the idea of find-
ing frequently recurring segments in a time series. In our problem, however,
the target segments may not correspond to frequent patterns; thus frequency
is not a target metric. Our problem is also different from general time-series
segmentation, which aims at partitioning data sequences into nonoverlapping,
internally homogeneous segments. For example, Himberg et al. [2001] applied a
dynamic programming algorithm to identify context information by segmenting
the time series received from sensors. The Sliding Window algorithm [Keogh
et al. 2001] was also used to partition the time series given a user-specified
threshold. It is attractive for solving our problem because of its simplicity. How-
ever, an appropriate threshold for the window size needs to be specified, which
is hard to determine. Most of these works followed an unsupervised framework,
which relied on weak measures of quality based on information theory. In con-
trast, our objective is more specific; it is to segment data sequences such that
goals can be accurately recognized. Thus, the segments that we discover are
highly dependent on goals and activities, which can be leveraged in a super-
vised way to recognize goals and activities.

Several works in behavior recognition are also related to our problem.
Czielniak et al. [2003] learned motion patterns from a collection of trajecto-
ries using clustering, but the trajectory-segments need to be constructed by
hand. Li et al. [2002] applied a linear dynamic model to learn motion textons
from a single human-dance sequence, which can then be used to generate new
animation sequences. However, this work followed an unsupervised framework
that cannot be directly adapted to recognize high-level goals given a collection of
training sequences. Moreover, Peursum et al. [2004] employed a hidden Markov
model to segment individual actions from a stream of human motion, but it re-
quires human-supplied action labels as part of the input during the learning
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Fig. 2. Location-based activity recognition model (LAR).

process. In contrast, we aim at automatically learning semantically meaningful
patterns from training sequences for activity recognition.

4. LOCATION-BASED ACTIVITY RECOGNITION

In this section, we present a location-based activity-recognition model (LAR).
This model is adapted from the two-layer recognition model [Yin et al. 2004],
which relies on a sensor model for location estimation at the lowest level. The
architecture of the LAR model is shown in Figure 2. This figure shows two time
slices that are numbered t and t − 1, respectively. In the figure, the shaded
nodes, SS, represent the strength variables of signals received from the APs,
which can be directly observed. All the other variables—the physical location,
L, of the user, the action, A, the user is carrying out and the goal, G, the user
is pursuing—are hidden, with the values to be inferred from the raw signals.
The LAR model is a two-level Bayesian architecture in which a user’s goals,
G, can be inferred from signal-strength measurements, SS. At the lower level,
based on a sensor model, a DBN is applied to estimate a user’s actions, A, from
signal-strength measurements, SS. On top of this, an N-gram recognizer is
adopted to predict goals, G, from action sequences at the high level.

An important component of the LAR model is the location-based sensor model
for estimating locations, L, from signal-strength measurements, SS. To build
this model, we model the world as a finite location space L = {l1, . . . , ln}, with
a set of observations. Each observation, Y j , along an observation sequence,
Y = {Y1, . . . , Y j , . . .}, is represented as an m-dimensional signal-strength vec-
tor Y j =< Y 1

j , Y 2
j , . . . , Y m

j >, where m is the total number of APs, and Y k
j ,

1 ≤ k ≤ m, represents the strength of the signal received from the kth AP.
Since signals are noisy and a single scan will probably miss some APs, we take
an average over the signal-strength measurements every second and take that
as an observation. Formally, we define the location-based sensor model as a
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predictive model, which uses the conditional probabilities P (Y j |li): the likeli-
hood of observing the signal-strength vector Y j at location li.

To construct the sensor model, signal-strength measurements are collected
at each location, li, in the offline phase. After the data are calibrated, we build
a histogram of observations for each AP at each location li. This is done by
constructing a conditional probability distribution P (Y k

j |li), which is the prob-
ability of receiving the signal-strength value Y k

j from the kth AP at location li.
By further making an independence assumption among signals from different
APs, we multiply all of these probabilities to obtain the conditional probability
of receiving a particular signal-strength vector, Y j , at location li, as follows:

P (Y j |li) =
m∏

k=1

P
(
Y k

j |li
)
. (1)

Based on the sensor model, we can learn a DBN model from a collection of
training traces, D. The model parameters are estimated using an expectation
maximization (EM) algorithm, in which the inference at the E-step is achieved
by the junction tree algorithm [Murphy 2002]. We use the constructed sensor
model to initialize the conditional probability distribution P (Y j |li) in the DBN
model. The distribution is updated via the EM algorithm while learning other
parameters of the DBN model.

After the DBN model is learned, given a sequence of signals Y1, Y2, . . . , Yt
obtained up to time t, we can use the inference algorithm to compute the most
probable action sequence A1, A2, . . . , At . At the next level up, we can further
infer the most likely goal from actions. In particular, given an inferred sequence
of actions obtained so far, A1, A2, . . . , At , find the corresponding most likely goal,
G∗:

G∗ = arg max
Gk

P (Gk|A1, A2, . . . , At) = arg max
Gk

P (Gk|A1:t). (2)

By applying Bayes’ Rule, this formula becomes:

G∗ = arg max
Gk

P (A1:t |Gk)P (Gk)
P (A1:t)

= arg max
Gk

P (A1:t |Gk)P (Gk). (3)

In this equation, the likelihood P (A1:t |Gk), can be calculated by adopting an
N-gram model. The complexity of inference for the LAR algorithm is O(K wT ),
where K is the maximum number of possible values that each discrete hidden
state can take, w is the maximum size of cliques constructed using the junction
tree algorithm, and T is the length of an observation sequence.

The advantage of this two-layer recognition model is that it is more flexible
and adaptive to changes, than a monolithic DBN model. In this model, any
changes to the sensor model or the behavior model will not cause the whole
model to be reconstructed. For example, when different types of sensors are
employed in, or added to, the environment, the sensor model has to be recon-
structed, while a user’s behavior, such as plans and goals, remain unchanged;
in contrast, when a user’s plans and goals keep changing in the environment,
the behavior model has to be retrained over time while the sensor model re-
mains the same. In addition, the recognition accuracy of the two-layer model is
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Fig. 3. Recognition accuracy vs. number of training samples at each location.

comparable to that of a monolithic DBN model. Interested readers are referred
to Yin et al. [2004] for details.

In our evaluation of the LAR model, we model the environment as shown in
Figure 1 as a space of 99 locations, each representing a 1.5m×1.5m grid cell. To
train the location-based sensor model, we collected 100 signal-strength samples
at each location, one per second. That is, we needed to spend 100 seconds at
each of the 99 locations and label each sample by its corresponding location.
The whole process of calibration took us about three hours to finish. In the
following, we analyze the dependency of the LAR model on the location-based
sensor model.

To see the impact of calibration on recognition accuracy, we recorded the
accuracy of the LAR model for different numbers of training samples calibrated
at each location. These samples are used as the training data to train the sensor
model. We ran the experiments through a three-fold cross validation over 864
user traces collected for 19 different goals in the environment (as shown in
Figure 1). For one of the 19 goals, we divided the user traces into three folds;
two folds were used for training and one for testing. The recognition accuracy
for each goal is therefore averaged over three runs. In this experiment, we
varied the number of training samples labeled for each location. Initially, the
number of training samples calibrated for each location is set to be zero. At
this point, the only statistical knowledge we have is from the traces. After
that, we increase the number by ten samples per location to simulate the effort
of gradually increasing the calibration effort. Figure 3 shows the recognition
results with respect to different numbers of training samples ranging from 0
to 100. Each value plotted in the figure corresponds to the overall recognition
accuracy averaged over 19 goals.
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From Figure 3, an interesting observation is that when the training sam-
ples are scarce, the amount of calibration data has a significant influence on
accuracy. In particular, when there are no training data for building the sen-
sor model, that is, when only user traces are used for training, the recognition
accuracy of the LAR model is only 33.7%. In this case, we initialize both the
sensor model and the transition matrix to be random, where only the trace in-
formation contributes to distinguishing goals in the training phase. Therefore,
the EM algorithm can be easily trapped in a local minimum due to the random
initialization. Furthermore, when the number of training samples calibrated
at each location increases to ten, the recognition accuracy increases by 49.6%
to 50.4%. This indicates that, having more training data to build the sensor
model can significantly improve the performance of the LAR model. When the
number of training samples continues to increase, the recognition accuracy still
increases, but the improvement is less significant when more training samples
are available. For example, when the number of training samples increases
from ten to twenty, the recognition accuracy increases by 20.0% to 60.5%. Fi-
nally, the recognition accuracy increases to 92.5% when 90 training samples at
each location are used to build the sensor model. This corresponds to the cal-
ibration effort of about three person-hours. However, the recognition accuracy
starts to saturate when even more training samples are used. This is mainly
because signal propagation in an indoor environment suffers from severe multi-
path fading effects, which leads the received signal strength to be uncertain and
noisy. As a consequence, location estimation cannot achieve perfect accuracy,
and thus the performance of the LAR model is limited.

In summary, the performance of the LAR model depends critically on the
number of calibrated samples for each location used to build the sensor model.
Reducing the calibrated samples can severely degrade the performance of the
LAR model due to an inaccurate sensor model at the lowest level. Consequently,
the LAR model has limited ability to reduce the calibration effort for activity
recognition. The situation is more serious when the area of interest is vary
large, where the calibration of spatially high density is required. Therefore,
it is desirable to design an activity-recognition algorithm that requires less
calibration effort, while the recognition accuracy can still be guaranteed.

5. SEGMENTATION-BASED ACTIVITY RECOGNITION:
OUR NEW APPROACH

Instead of first building a location-based sensor model, our segmentation-based
approach recognizes goals directly from sequences of signal segments. In this
section, we present this new approach in detail. A preliminary version of this
work has been presented in Yin et al. [2005a].

5.1 Overview of Our New Approach

We first illustrate the intuition behind our new approach using Figure 4. For
simplicity, Figure 4(a) gives an example of three user traces received from a
particular AP in our wireless environment, where the x-axis corresponds to
time and the y-axis corresponds to the value of signals received at each time.
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Fig. 4. Flow chart of our new approach.

Sequences seq1 and seq2 denote the user traces for achieving a goal G1, and
the sequence seq3 denotes the user trace to achieve a goal G2. By performing
segmentation, each user trace can be partitioned into several signal segments,
where each segment consists of signals that exhibit consistent characteristics
in the signal space, in terms of the magnitude and trend of signals. For exam-
ple, the trace seq1 can be partitioned into four signal segments, namely, signal
segments that are labeled as 1.1, 1.2, 1.3, and 1.4. Each of these segments
consists of signals that demonstrate consistent behavior, such as increasing in
value, or decreasing in value. Notice that this example is intentionally simpli-
fied by drawing the user traces as a one-dimensional vector sequence. However,
in reality, there can be a large number of APs under our consideration. In this
case, the segmentation cannot be easily displayed on a two-dimensional picture
for visualization, and simple shape-based segmentation algorithms may not
apply.

Figure 5 visualizes a user trace collected in our wireless environment shown
in Figure 1. For illustration, we show the trace only using the signals from four
APs in the figure. This trace, corresponding to the goal Entrance2-to-Office,
records the movements of a user from Entrance2 to his office. As we can see
from the figure, this trace is partitioned into five segments and each segment
represents a typical motion pattern. For example, the segments seg3 and seg4
indicate that the user walks through HW3, because the signals from AP1 sig-
nificantly increase and then decrease, while the signals from the other APs
gradually decrease; seg5 indicates that the user stays in his office because the
signals are relatively stable.
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Fig. 5. A user’s behavior trace collected from four APs.

Our next task is to associate the signal segments with the user activities.
Our basic assumption is that the segments can serve as atomic units of a user’s
movements, and that their collective composition determines the user goals.
Intuitively, for a set of user traces that result from the same activity, the signal
segments from different sequences may share the same characteristics with
each other. To capture this notion, we define a motion pattern to represent
similar signal segments. For instance, the eight segments generated from se-
quences seq1 and seq2 can be represented by six motion patterns from MP1
to MP6, as shown in Figure 4(b), where MP1 represents segments 1.1 and
2.1.

For each activity, the motion patterns can be learned from training traces
using the algorithm we describe in Section 5.3. For example, the goal G1 is
associated with motion patterns from MP1 to MP6, and the goal G2 is associated
with motion patterns from MP7 to MP8. After learning the motion patterns
for each activity in the training phase, we can use these patterns to classify
new sequences in an online phase. As shown in Figures 4(c) and 4(d), since the
test sequence can be well represented by the motion patterns associated with
the goal G1: MP1, MP3, MP4, and MP6; we can therefore infer that the user is
likely to be achieving the goal G1.

In the following, we explain our new approach in three key aspects. Section
5.2 discusses how to represent user traces using a probabilistic segmentation
model. Section 5.3 presents how to learn the model parameters for each ac-
tivity in the offline training phase. Section 5.4 discusses how to perform goal
recognition in the online phase.

5.2 Probabilistic Segmentation Model

Given an observed signal sequence Y , which consists of T samples, Y1,
Y2, · · · , YT , and a corresponding goal label G, we propose a probabilistic
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Fig. 6. Probabilistic segmentation model.

segmentation model to represent the observation sequence Y based on a
user’s activity. In our model, suppose that there are Nm motion patterns P =
{P1, P2, . . . , PNm}, which are generated by the underlying hidden activities.
Each motion pattern Pi, 1 ≤ i ≤ Nm, consists of signals that exhibit similar
characteristics, in terms of the magnitude and trends in the signal space. The
values of signals in each motion pattern demonstrate consistent behavior,
such as increasing or decreasing at a similar rate. Our objective is to partition
the observation sequence Y , into consecutive signal segments, such that
each segment can be represented by one of the Nm motion patterns. Note
that multiple segments can be represented by the same motion pattern. The
relationship between any pair of motion patterns can be described by the
probability of switching from one motion pattern to another. As illustrated
in Figure 6, we first use a motion pattern, represented by a linear dynamic
system (LDS) model, to capture the local linear dynamics involved in each
segment, and then adopt a transition matrix among motion patterns to model
the global nonlinear dynamics contained in the stochastic process.

We adopt a switching linear dynamic system (SLDS) [Murphy 1998; Pavlović
et al. 2000] to model the dynamics of such a nonlinear stochastic process. The
system can be described using the following state-space equations:

{
X t = AX t−1 + wt , wt ∼ N (0, Q),
Yt = CX t + vt , vt ∼ N (0, R),

(4)

for an LDS model to represent the local linear dynamics, and

Mij = P (St = i|St−1 = j ), (5)
πi = P (S1 = i), (6)

for the switching model to capture the global nonlinear dynamics.
In these state-space models, X t ∈ R

k denotes the hidden state of the LDS
model, and Yt ∈ R

m denotes the observed signal measurements at time t. We
assume that the sequence of X ’s satisfies a first-order Markov property, which
states that the future states depend only on the current state, and at each time
step, the observation Yt is generated from the hidden state X t . An LDS model
comprises a linear Gaussian state model and a linear Gaussian observation
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Fig. 7. The graphical model representation of the SLDS model.

model. For the state model, parameter A denotes the state transition matrix
determining the mean of X t given X t−1, and wt is the state noise represented by
a zero-mean Gaussian distribution with covariance matrix Q . Similarly, for the
observation model, parameter C denotes the observation matrix determining
the mean of Yt given X t , and vt is the observation noise represented by a zero-
mean Gaussian distribution with covariance matrix R. Moreover, the state-
space models are assumed to satisfy the stationary property, which indicates the
model parameters are time-invariant. Thus, an LDS model can be represented
by its model parameters, θ = {A, C, Q , R}.

The switching model specifies the transition probabilities among the LDS
models. The state variable St is a multinomial variable that can take on Nm
values: St ∈ {1, . . . , Nm}. The switching model is assumed to satisfy a discrete
first-order Markov process, which is defined using the transition matrix M
and an initial state distribution vector π . Since the switching state variable
St determines which of the Nm LDS models is used at time t, the associated
parameters A and Q of an LDS model depend on the value of the switching
state St . Namely,

A(Si) = Ai, (7)
Q(Si) = Qi. (8)

Based on the switching model, the global nonlinear dynamics involved in the
user traces can be modeled accordingly.

Therefore, the model parameter of an SLDS model can be represented by
� = {Ai, Qi, C, R, M , π}, where 1 ≤ i ≤ Nm corresponds to different LDS
models. The number of LDS models, Nm, should be set properly so that the
global nonlinear dynamics in user traces can be captured; later, we will explore
the effect of varying the number of LDS models Nm on the performance of the
SAR algorithm.

The state-space model of an SLDS model can also be represented by the
graphical model shown in Figure 7. The shaded variables, Yt , 1 ≤ t ≤ T,
represent the observed signal measurements at time t. The middle chain, X t ,
1 ≤ t ≤ T, represents the hidden state variables of the LDS models. The discrete
Markov chain, St , 1 ≤ t ≤ T, determines which of the Nm LDS models is used
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at time t. Based on this graphical structure, the joint probability P over all the
variables can be factorized as:

P (S, X , Y ) = P (S1)
T∏

t=2

P (St |St−1)P (X 1|S1)
T∏

t=2

P (X t |X t−1, St)
T∏

t=1

P (Yt |X t).

(9)

5.3 Offline Model Learning Phase

Given an observation sequence Y , the model parameters � of an SLDS model
can be learned using a maximum likelihood (ML) method, which aims to max-
imize the likelihood of observations, given the model parameter:

�̂ = arg max
�

P (Y |�) = arg max
�

∑
S,X

P (S, X , Y |�). (10)

Since the state variables S and X are hidden, we can use an EM algorithm
[Dempster et al. 1977; Minka 1998] to solve the maximum likelihood problem.
Given the observation data Y , the algorithm iterates through two steps until
it converges to a local optimum:

—E-step: An inference algorithm is used to obtain the posterior distribution
over the hidden variables S and X using a current estimate for the model
parameters �i:

f i(S, X ) � P (S, X |Y , �i). (11)

—M-step: The model parameters � are updated by maximizing the expected
log-likelihood:

�i+1 ←− arg max
�

〈log P (S, X , Y |�)〉 f i (S,X ), (12)

where 〈·〉E denotes the expectation of a function (·) under a distribution E.

In the EM algorithm, inference in E-step is an important subroutine used
to estimate the posterior probability of the hidden variables given the obser-
vation sequence based on the current model parameter. However, since the
exact inference in E-step is intractable for SLDS models, we employ an ap-
proximate Viterbi inference algorithm [Pavlović and Rehg 2000; Pavlović et al.
2000], which computes an approximation to the sequence of S and X with the
highest probability.

In the following, we explain the two major steps of the EM algorithm in
detail.

5.3.1 E-step: Approximate Viterbi Inference Algorithm. The objective of
the approximate Viterbi inference is to find the best sequence of switching
states St , and LDS states, X t , given the observation sequence Y1:T , which can
maximize the posterior probability in Equation (11). In order to calculate the
best sequence of switching states, we need to define the quantity:

Jt,i = max
{S1:t−1,X 1:t }

log P (S1:t−1, St = i, X 1:t , Y1:t), (13)
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which represents the maximum log-likelihood of the observation sequence Y1:t
when the switching state sequence is in state i at time t. Based on this definition,
the likelihood Jt,i can be calculated via a recursive procedure as follows:

Jt,i = max
j

{
Jt−1

t,i, j + Jt−1, j
}
, (14)

where Jt−1
t,i, j represents the likelihood associated with the transition from state

j at time t − 1 to state i at time t. Jt−1, j represents the maximum likeli-
hood of the observation sequence Y1:t−1 when the switching state is j at time
t − 1. To actually retrieve the state sequence, we also need to keep track of
the argument j , which can maximize the overall likelihood Jt,i in Equation
(14), for each switching state i at time t. Thus, we define the state transition
record:

ψt−1,i = arg max
j

{
Jt−1

t,i, j + Jt−1, j
}
. (15)

At the end of the forward recursions, we can compute the maximum likelihood,
JT,i, and the most likely switching state sequence, S∗

1:T , based on the obser-
vation sequence, Y1:T . Below, we discuss how to calculate the likelihood, Jt,i,
recursively. For this purpose, we first define the following statistics for infer-
ence. Here the operator 〈·〉 denotes expectation with respect to the posterior
distribution, P (S, X |Y ).

X̂ t
t,i � 〈X t |Y1:t , St = i〉,

�t
t,i �

〈(
X t − X̂ t

t,i

)(
X t − X̂ t

t,i

)′∣∣Y1:t , St = i
〉
,

X̂ t−1
t,i, j � 〈X t |Y1:t−1, St = i, St−1 = j 〉,

�t−1
t,i, j �

〈(
X t − X̂ t−1

t,i, j

)(
X t − X̂ t−1

t,i, j

)′∣∣Y1:t−1, St = i, St−1 = j
〉
,

X̂ t
t,i, j � 〈X t |Y1:t , St = i, St−1 = j 〉,

�t
t,i, j �

〈(
X t − X̂ t

t,i, j

)(
X t − X̂ t

t,i, j

)′∣∣Y1:t , St = i, St−1 = j
〉
.

X̂ t
t,i and �t

t,i denote the best LDS state estimate and state covariance esti-
mate at time t given the observation sequence Y1:t , when the switch state is
i at time t. X̂ t−1

t,i, j and �t−1
t,i, j denote the one-step predicted LDS state estimate

and state covariance estimate, given the observation sequence Y1:t−1, when
the switch state is i and j at times t and t − 1, respectively. X̂ t

t,i, j and �t
t,i, j

denote the LDS state estimate and state covariance estimate given the obser-
vation sequence Y1:t , when the switch states are i and j at times t and t − 1,
respectively.

Considering a switch state transition from j to i, we can estimate the state
X t , and covariance �t , at time t, given the observation sequence Y1:t−1, up to
time t − 1. From Kalman filter theory [Anderson and Moore 1979], we have the
following time update equations:

X̂ t−1
t,i, j = Ai X̂ t−1

t−1, j , (16)

�t−1
t,i, j = Ai�

t−1
t−1, j A

′
i + Qi. (17)
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The two equations describe the forward propagation of the state estimate and
covariance estimate before having accounted for the observation, Yt , at time t.
For a given switch state transition from j to i, we can also compute its associated
likelihood, Jt−1

t,i, j , using Equation (18) [Pavlović et al. 2000]:

Jt−1
t,i, j = 1

2
(
Yt − CX̂ t−1

t,i, j

)′(C�t−1
t,i, j C

′ + R
)−1(Yt − CX̂ t−1

t,i, j

)
+ 1

2
log |C�t−1

t,i, j C
′ + R| − log M ji. (18)

This calculation is based on two components: the first two terms indicate the
state transition for an LDS model, and the last term indicates the switching
state transition from state j to state i.

Given a new observation Yt , at time t, the estimates about the state X t and
the state covariance �t , can be filtered using the following measurement update
equations:

X̂ t
t,i, j = X̂ t−1

t,i, j + Kt
(
Yt − CX̂ t−1

t,i, j

)
, (19)

�t
t,i, j = �t−1

t,i, j − KtC�t−1
t,i, j , (20)

Kt = �t−1
t,i, j C

′(
C�t−1

t,i, j C
′ + R

)−1
. (21)

Here Kt is referred to as the Kalman gain matrix [Ghahramani 1998].
Now the likelihood Jt,i can be calculated based on the likelihood Jt−1,i at

the previous time t − 1 and the transition likelihood Jt−1
t,i, j , using Equation (14).

For each switching state i, an optimal previous state j , is kept in the state
transition record ψt−1,i using Equation (15). Consequently, we can obtain a set
of Nm best filtered LDS states and state covariances at time t:

X̂ t
t,i = X̂ t

t,i,ψt−1,i
, (22)

�t
t,i = �t

t,i,ψt−1,i
. (23)

Once all the observations Y1:T have been processed, the maximum likelihood
J∗

T and the best final switching state S∗
T can be computed as:

J∗
T = max

i
JT,i, (24)

S∗
T = arg max

i
JT,i. (25)

Accordingly, the best switching state sequence S∗
1:T can be obtained by back-

tracking the state transition record ψt−1,i:

S∗
t = ψt,S∗

i+1
, 1 ≤ t ≤ T − 1. (26)

The approximate Viterbi inference algorithm is summarized in Algorithm 1.
The complexity of this algorithm is O(Nm

2T ), where Nm is number of LDS
models and T is the length of an observation sequence.
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Algorithm 1 Approximate Viterbi Inference Algorithm (E-step)

Input: Y1:T = {Y1, Y2, . . . , YT } – a sequence of observed measurements
� – the current model parameters

Output: the optimal switching state sequence S∗
1:T

Procedure:

(1) Initialize the LDS state estimates X̂ 1
1,i and �1

1,i .
(2) Iterate while 2 ≤ t ≤ T

for i = 1 : Nm

for j = 1 : Nm

Predict and filter the LDS state estimates X̂ t−1
t,i, j , �t−1

t,i, j , X̂ t
t,i, j and �t

t,i, j

using Equation (16) (17) (19) (20).
Compute the transition likelihood Jt−1

t,i, j using Equation (18).
end for
Find the maximum likelihood Jt,i and the state transition record ψt−1,i

using Equation (14) (15).
Compute the LDS state estimates X̂ t

t,i and �t
t,i using Equation (22) (23).

end for
(3) Compute the maximum likelihood J∗

T and the best final switching state S∗
T

using Equation (24) (25).
(4) Backtrack the best switching state sequence S∗

1:T using Equation (26).

Based on the optimal switching state sequence, S∗
1:T , the sufficient statistics

about the switching model are simply computed as 〈St〉 = δ(i = S∗
t ), 〈St S

′
t−1〉 =

δ(i = S∗
t )δ( j = S∗

t−1). Also, the sufficient statistics for the LDS models can be
obtained using Rauch-Tung-Streiber (RTS) smoothing [Anderson and Moore
1979; Ghahramani 1998]. For example,

〈X t , St(i)〉 = X̂ T
t,S∗

t
δ(i = S∗

t ), (27)

〈X t X
′
t , St(i)〉 =

(
X T

t,S∗
t
X T

t,S∗
t

′ + �T
t,S∗

t

)
δ(i = S∗

t ), (28)

〈X t X
′
t−1, St(i, j )〉 =

(
X T

t,S∗
t
X T

t−1,S∗
t−1

′ + �T
t,t−1

)
δ(i = S∗

t )δ( j = S∗
t−1). (29)

5.3.2 M-step: Maximum Likelihood Learning. Given the sufficient statis-
tics calculated from the inference in the E-step, the model parameters of the
SLDS model � = {Ai, Qi, C, R, M , π} can be updated using the maximum likeli-
hood method [Anderson and Moore 1979; Ghahramani 1998]. Each parameter is
re-estimated by taking the corresponding partial derivative of the expected log-
likelihood, setting it to zero, and solving. The parameter equations are shown
as follows:

Anew
i =

(
T∑

t=2

〈X t X
′
t−1, St(i, j )〉

) (
T∑

t=2

〈X t−1 X
′
t−1, St( j )〉

)−1

, (30)

Qnew
i = 1

T − 1

(
T∑

t=2

〈X t X
′
t , St(i)〉 − Anew

i

T∑
t=2

〈X t−1 X
′
t , St(i, j )〉

)
, (31)
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Cnew =
(

T∑
t=1

Yt〈X
′
t〉

) (
T∑

t=1

〈X t X
′
t〉

)−1

, (32)

Rnew = 1
T

T∑
t=1

(YtY
′
t − Cnew〈X t〉Y ′

t ), (33)

M new =
(

T∑
t=2

〈St S
′
t−1〉

)
diag

(
T∑

t=2

〈St〉
)−1

, (34)

πnew = 〈S1〉. (35)

After the learning process, each goal Gi, is associated with a set of model
parameters �, which can be used to perform goal recognition in the online
phase.

5.4 Online Goal Recognition Phase

In the online phase, given a new sequence of observations, Y1, Y2, . . . , Yt , ob-
tained up to time t, we can infer the most likely goal G∗, as follows:

G∗ = arg max
Gk

P (Gk|Y1, Y2, . . . , Yt) = arg max
Gk

P (Gk|Y1:t). (36)

By applying Bayes’ Rule, this equation becomes:

G∗ = arg max
Gk

P (Y1:t |Gk)P (Gk)
P (Y1:t)

= arg max
Gk

P (Y1:t |Gk)P (Gk), (37)

where the term P (Y1:t) is a constant and can be dropped when performing
the comparison. P (Y1:t |Gk) denotes the likelihood of each goal Gk , in gener-
ating the sequence of observations, Y1:t . For each goal Gk , the calculation of
P (Y1:t |Gk) is equivalent to computing P (Y1:t |�k), the likelihood of generating
Y1:t , given the corresponding model parameters �k , learned from the training
data. This is done by applying the inference algorithm given in Algorithm 1. At
each time t, we compute the likelihood of segmentation J∗

t (k) for each goal Gk in
step (3). The goal Gk with the maximum likelihood is predicted as the recognized
goal G∗.

6. EXPERIMENTAL RESULTS

In the previous sections, we have presented two approaches for activity recog-
nition. The location-based activity recognition (LAR) algorithm, presented in
Section 4, relies on a location-based sensor model to infer locations and then
goals. The segmentation-based activity recognition algorithm (SAR), presented
in Section 5, applies a segmentation-based learning algorithm to perform goal
recognition. However, which approach is more accurate for activity recognition?
Which one is less reliant on manual calibration? Which method is more suitable
for real-time computation? In this section, we answer these questions by car-
rying out experiments on a real data set collected from a WLAN environment.
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Table II. Goal Table

Goal # Name Goal # Name

G1 Office-to-Entrance1 G2 Office-to-Entrance2
G3 Office-to-Entrance3 G4 Entrance3-to-Office
G5 Office-to-Print-in-Room1 G6 Office-to-Seminar-in-Room1
G7 Office-to-Print-in-Room2 G8 Office-to-Seminar-in-Room2
G9 Entrance3-to-Print-in-Room2 G10 Entrance3-to-Seminar-in-Room2
G11 Entrance3-to-Entrance2 G12 Office-to-Entrance3
G13 Entrance3-to-Entrance1 G14 Entrance1-to-Seminar-in-Room2
G15 Entrance2-to-Seminar-in-Room2 G16 Entrance2-to-Office
G17 Entrance1-to-Office G18 Entrance1-to-Seminar-in-Room1
G19 Entrance2-to-Seminar-in-Room1

6.1 Experimental Setting

Our experimental test-bed was set up in the office area of the Department of
Computer Science and Engineering at the Hong Kong University of Science and
Technology. The building is equipped with an IEEE 802.11b wireless network
in the 2.4 GHz frequency band. The layout of the floor is shown in Figure 1.
This area has a dimension of 64 × 50 meters. In this environment, a user with
a mobile device can carry out different activities in the three main areas (Of-
fice, Room1, and Room2) and seven hallways. Room1 and Room2 both provide
facilities for printing services and holding seminars. The mobile device can
periodically record signal-strength measurements propagated from the APs.
A user’s behavior trace is thus represented as a sequence of signal-strength
measurements recording his movements in the environment.

We modeled 19 different goals of a professor’s activities in this environment,
such as Office-to-Entrance1, Office-to-Seminar-in-Room1, and Office-to-Print-
in-Room2. All the goals are listed in Table II. We collected 864 traces using the
device driver and API we developed, which operated on a LINKSYS wireless
card. We used eight APs that can be detected in the environment. Each trace is
therefore an eight-dimensional time series of signal-strength measurements.
In addition, each trace was labeled with its intended goal by hand for evaluation
purposes.

In our experiments, we modeled each activity as a multistate SLDS model
based on the SAR algorithm. For each SLDS model, we set the observation
matrix C to be an identity matrix I, and estimated the other parameters
Ai, Qi, R, M , and π using the EM-learning framework with the approximate
Viterbi inference.

6.2 Evaluation Criteria

In our experiments, we use the following four criteria to evaluate the perfor-
mance of the two algorithms.

(1) Calibration Effort: this criterion is measured in terms of the number of
training samples calibrated for each location. Since collecting and label-
ing each signal-strength value takes approximately the same amount of
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Fig. 8. Illustration of the activity recognition process.

time, the number of samples is proportional to the person-hours used for
calibration.

(2) Recognition Accuracy: this criterion measures how accurate an algorithm
is in recognizing a goal from a user’s trace. For a certain goal, recognition
accuracy is defined as the number of correct recognitions divided by the total
number of recognitions that are performed. When dealing with multiple
goals, the averaged recognition accuracy is reported.

(3) Inference Efficiency: inference efficiency is measured in terms of the average
processing time for each observation during the online activity recognition.

(4) Robustness: this criterion measures how robust an algorithm is with respect
to the observation noise contained in the user traces.

In the following, we directly used our collected real data to evaluate the first
three criteria. In contrast, in order to evaluate the robustness, we added Gaus-
sian noise to our real data after it was collected so as to simulate the variations
of signal-strength values in a dynamically changing WLAN environment.

6.3 Illustration of the Activity Recognition Process

We now use an example to illustrate the process of activity recognition in the
online phase. Figure 8 shows the change of probabilities for one user trace
to achieve the goal Office-to-Seminar-in-Room2 against the three other goals
among the 19 goals. As shown in the figure, at the beginning, the probabilities
of the three goals, Office-to-Seminar-in-Room2, Office-to-Print-in-Room2, and
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Office-to-Seminar-in-Room1, are approximately equal. This is because, for the
three goals, the user sets off from the same starting point, for example, Office,
which thus leads the discovered motion patterns in the signal space to be similar
to each other. As time moves on, the probabilities of Office-to-Seminar-in-Room2
and Office-to-Print-in-Room2 increase steadily when the user begins to take the
action Walk-in-HW4 at time point B. In contrast, the probability of achieving
the goal Office-to-Seminar-in-Room1 decreases remarkably because the motion
patterns associated with the action Walk-in-HW4 cannot be fit well by its corre-
sponding model parameters. After the user takes the action, Enter-Room2, the
two goals Office-to-Seminar-in-Room2 and Office-to-Print-in-Room2, cannot be
differentiated right away because they may still share a common subsequence
of signal-strength measurements. Finally, after time point C, the probability of
Office-to-Seminar-in-Rooms remains the highest when the user starts to attend
the seminar.

6.4 Effect of the Number of LDS Models

We investigate the effect of the number of LDS models, Nm, on the performance
of the SAR algorithm in this section. As discussed in Section 5.2, Nm is an im-
portant parameter of the SAR algorithm because it affects the parameter esti-
mation of the LDS models fit to signal sequences. Therefore, an optimal value
of Nm should be determined properly so that the global nonlinear dynamics
involved in user traces can be captured.

We adopted an iterative process to determine the optimal value of Nm for each
goal in the learning phase. Specially, we varied the value of Nm from 1 to Nmax ,
a prespecified maximum number of LDS models. For a given value of Nm, we
computed the log-likelihood J∗

T of the observation sequences generated by the
fit model, using Equation (24). For each goal, we found the optimal value of Nm
such that the corresponding log-likelihood is maximized. In our experiments,
Nmax was set to 16 for all the goals, and with the iterative process, the optimal
value of Nm was automatically determined for each goal through experiments.

Figure 9 illustrates the change of log-likelihoods for two goals, G1 = Office-
to-Entrance1 and G2 = Office-to-Entrance2, with respect to different numbers
of LDS models, Nm. We can see from the figure that the optimal values of Nm
are 8 and 12, for G1 and G2, respectively. This is because, for the two goals,
the maximum log-likelihood of signal sequences generated by the correspond-
ing model can be achieved at these two points. We can also observe that, when
Nm is either too large or too small, the log-likelihood of signal sequences de-
creases remarkably. This occurs because, when Nm is too small or too large,
the model parameters cannot be accurately estimated due to the effect of over-
fitting or underfitting. As a result, the performance of the SAR algorithm will
also significantly degrade.

6.5 Overall Evaluation

We performed experiments to evaluate the performance of the LAR algorithm
and the SAR algorithm over a total of 864 traces. For validity of experimental
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results, we ran all the experiments using a three-fold cross-validation and re-
ported the average results over the 19 goals.

6.5.1 Calibration Effort. We first compare the LAR algorithm and the SAR
algorithm with respect to the calibration effort used to train the activity recog-
nition model. Figure 10 shows the recognition accuracy of the two algorithms by
varying the number of labeled training samples for each location. For the LAR
algorithm, these labeled training samples are used to build the location-based
sensor model. We varied the number of training samples for each location from
0 to 100. Similar to Figure 3, we ran this experiment through a three-fold cross
validation over 864 user traces; 576 user traces were used for training and 288
for testing in each run. Each value plotted in the figure is averaged over three
runs.

Let us look at Figure 10 in detail. When there are no labeled data with
locations, the recognition accuracy of the LAR algorithm is 33.7%. As the num-
ber of labeled training samples for each location increases, the LAR algorithm
can achieve higher recognition accuracy. In particular, when the number of
training samples increases to 100, the recognition accuracy increases to 92.7%.
In contrast, the SAR algorithm performs segmentation directly for activity
recognition in the signal sequences. Thus, it does not require the labeled train-
ing data with locations. Accordingly, the recognition accuracy of the SAR al-
gorithm remains 91.0%, which does not vary with respect to the number of
training data with locations. In this experiment, we can learn about 50 motion
patterns from 576 training traces by applying our learning algorithm.

In summary, the recognition accuracy of the LAR algorithm depends to a
large extent on the number of training samples calibrated for each location.
When there are not enough training samples used to train the location-based
sensor model, the performance of the LAR algorithm is quite poor. However,
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Fig. 10. Recognition accuracy vs. number of labeled training samples for each location.

the SAR algorithm can achieve comparably high recognition accuracy without
the labeled training data for each location.

6.5.2 Recognition Accuracy. We then compare the recognition accuracy of
the LAR algorithm and the SAR algorithm by varying the number of train-
ing traces. We varied the number of training traces from 96 to 576, and used
288 traces for testing. The LAR algorithm requires two data sources: the train-
ing traces, and the calibrated data with locations. The latter is used for building
a sensor model; the number of training samples at each location for building a
sensor model was set to be 100. In contrast, the SAR algorithm only requires
the training traces as an input.

Figure 11 shows the recognition accuracy of the two algorithms with respect
to different numbers of training traces. As shown in the figure, when the num-
ber of training traces increases, the recognition accuracy of the two algorithms
increases steadily. This occurs because, the model parameters can be estimated
more accurately when more training data are used. As a whole, the performance
of the SAR algorithm without building sensor models is comparable to that of
the LAR algorithm. In particular, when the training data are sparse, the SAR
algorithm can even outperform the LAR algorithm. This is because the LAR
algorithm employs a hierarchical model to infer a user’s locations, actions and
goals based on the sensor model. In this model, a large number of parame-
ters need to be estimated, and as a result, an accurate estimation cannot be
obtained without sufficient training data. The SAR algorithm, in contrast, re-
lies on the characteristics of signals themselves to generate motion patterns,
which reduces the number of parameters that need to be estimated. Therefore,
less training data are required in the learning process. In summary, the SAR
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Fig. 11. Recognition accuracy vs. number of training traces.

algorithm can achieve comparable recognition accuracy to the LAR algorithm
while effectively reducing the calibration effort.

6.5.3 Inference Efficiency. We now analyze the online inference efficiency
of the two algorithms. In theory, the complexity of inference for the LAR algo-
rithm is O(K wT ), where K is the maximum number of possible values that
each discrete hidden state can take, and w is the maximum size of cliques con-
structed using the junction tree algorithm. On the other hand, the complexity
of inference for the SAR algorithm is O(Nm

2T ), where Nm is number of LDS
models. Therefore, we can conclude that, for both algorithms, the time com-
plexity of online inference is linear with the length of an observation sequence
T . In addition, we also empirically compare the inference efficiency of the two
algorithms with respect to the average processing time for the observations.
The results are reported in Table III. We can see from the table that the aver-
age processing time for the observations is 0.30 and 0.20 seconds, for the LAR
algorithm and the SAR algorithm, respectively. The SAR algorithm can be seen
to be more efficient than the LAR algorithm because, in our experiments, the
state space for the LAR algorithm is much larger than the that of the SAR algo-
rithm. However, experiments show that, using both algorithms, the activities
can be recognized in real time.

6.5.4 Robustness. Finally, we compare the robustness of the LAR algo-
rithm and the SAR algorithm with respect to the observation noise con-
tained in the user traces. As pointed out in Haeberlen et al. [2004] and Yin
et al. [2005b], the signal-strength values may vary a lot over time in a dy-
namic WLAN environment. This causes the received signal-strength values
contained in the traces to deviate from the calibration data used for build-
ing a sensor model. In this experiment, we simulated the variations of signal
strength by adding different levels of Gaussian noise to the signal sequences. We
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Table III. Average Processing Time for Each Observation

Method Average Processing Time (seconds)

The LAR algorithm 0.30
The SAR algorithm 0.20
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Fig. 12. Recognition accuracy vs. the SNR value in signal sequences.

varied the relative signal-to-noise ratio (SNR, which is the ratio of variance of
signal to variance of noise) of signal sequences from 100 to 10. The smaller
the SNR value, the higher level of the Gaussian noise added into the signal
sequences.

Figure 12 shows the recognition accuracy of the two algorithms with respect
to different SNR values. For the LAR algorithm, the number of training sam-
ples at each grid was set to 100. We can see from the figure that, as the SNR
value of signal sequences decreases, that is, when the noise level increases,
the performance of the two algorithms decreases. This occurs because when
more noise is involved in the signal sequences, the model parameters for each
activity cannot be accurately estimated from the training data. As a result,
the recognition accuracy of the two algorithms decreases. However, when the
SNR value is small, the SAR algorithm can outperform the LAR algorithm.
This indicates that, when more noise is involved in the signal sequences, for
the LAR algorithm, the sensor model cannot accurately estimate the locations
from signal-strength values. This subsequently degrades the performance of ac-
tivity recognition remarkably. In contrast, the SAR algorithm can still capture
the significant trends contained in the signal segments. Therefore, the SAR al-
gorithm is more robust to the observation noise when the signal strength varies
over time in a dynamic WLAN environment.
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6.6 Experimental Summary

Based on the experimental results presented above, we now summarize the
advantages of the SAR algorithm as follows:

(1) Compared with the LAR algorithm, the SAR algorithm can effectively re-
duce the calibration effort while achieving comparable recognition accuracy.

(2) The SAR algorithm is more robust to the observation noise involved in
signal sequences, when the signal strength changes in a dynamic WLAN
environment.

7. CONCLUSIONS AND FUTURE WORK

In this article, we have proposed a novel activity-recognition algorithm that
segments low-level signal sequences with a goal-based probabilistic model. In
our approach, we apply a probabilistic segmentation model, in which each seg-
ment of signals is represented as an LDS model and the transitions among
signal segments as a Markov process conditioned on goals. Our EM learning
algorithm can simultaneously learn the motion patterns and their transition
models depending on different goals, which in turn can be used to accurately
recognize activities in an online phase. Our experimental results on a real data
set demonstrate that our proposed SAR algorithm is both accurate and robust
for activity recognition with less calibration effort.

In the future, we plan to extend our work in several directions. First, although
we adopt the approximate Viterbi inference algorithm as a subroutine to learn
the SLDS model for activity recognition, we also wish to test the feasibility of
other approximate inference algorithms, such as GPB2 [Pavlović et al. 2000]
and MCMC [Oh et al. 2005], for learning the activity recognition models.

Second, although we evaluate the performance of the SAR algorithm based on
a WLAN environment, our SAR method has been developed as a general prob-
abilistic framework to perform activity recognition in a wide range of sensor-
network environments. Therefore, we will use other motion sensors, such as
RFID, accelerometer, and infrared, to test the effectiveness of the SAR algo-
rithm. Using the additional information provided by these sensors, we believe
that we will be able to perform fine-grained activity recognition [Tapia et al.
2004; Wren and Tapia 2006].

Third, we demonstrate that the SAR algorithm can achieve recognition accu-
racy comparable to the LAR algorithm, even without requiring the calibrated
data for locations. However, we believe our SAR algorithm can still benefit from
the useful contextual information, such as the areas and locations, in the envi-
ronments. Therefore, we wish to further explore how to apply semi-supervised
learning [Zhu 2005] to bootstrap the performance of the SAR algorithm, by
using a small amount of training data labeled with locations.

Fourth, using our SAR algorithm, activity recognition is performed at the
mobile clients in a centralized manner. To scale up activity recognition, we
would like to investigate how to efficiently distribute the computation of the
SAR algorithm across a sensor network. This can be achieved by using a hier-
archical organization of inferences, in which simple motion patterns inferred
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locally at sensor nodes can be used to reason about more macroscopic behaviors
[Lymberopoulos et al. 2006].

Finally, we plan to continue in this direction in reusing the motion patterns
that are obtained in this analysis. One application is to use them for the task
of planning, and another is to recognize abnormal activities performed by un-
known agents for security monitoring applications.
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