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ABSTRACT

Privacy preserving data processing has become an impadoizint
recently because of advances in hardware technology wlsicé h
lead to widespread proliferation of demographic and sieegiata.

A rudimentary way to preserve privacy is to simply hide thi@in
mation in some of the sensitive fields picked by a user. Howeve
such a method is far from satisfactory in its ability to prevadver-
sarial data mining. Real data records are not randomlyilligéd.
As a result, some fields in the records may be correlated wi¢h o
another. If the correlation is sufficiently high, it may bespible
for an adversary to predict some of the sensitive fields usthgr
fields.

In this paper, we study the problemmivacy preservation against
adversarial data miningwhich is to hide a minimal set of entries so
that the privacy of the sensitive fields are satisfactorilgsprved.

In other words, even by data mining, an adversary still caage
curately recover the hidden data entries. We model the @nobl
concisely and develop an efficient heuristic algorithm \ahéan
find good solutions in practice. An extensive performancelyst
is conducted on both synthetic and real data sets to exaréne t
effectiveness of our approach.

Categories and Subject Descriptordd.2.8 [Database Applica-
tions]: [Data Mining]

General Terms: Security, Algorithms, Performandeywords:
Privacy preservation, data mining, association rules

1. INTRODUCTION

In recent years, large amounts of data about individuals bav
come available with corporations as well as public entiti®his
has led to serious concerns about the misuse and privacycbf su
data. Some interesting discourses on the nature of privatlyei
context of recent trends in information technology may benfb
in [6]. This has led to a considerable amount of research en th
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[ Name | Title [ Gdr | MStatus] Edu. | Sal-Ivl |
Alice Assistant | F | Unmarr.| Coll. | SL-3
Bob Assistant | M | Married | Coll. | SL-3
Cathy | Assistant | F | Married | Univ. | SL-3
Daniel | Manager F | Unmarr.| Univ. | SL-5
Elena | Manager F | Married | Univ. | SL-5
Frank | Manager | M | Married | Univ. | SL-5
Grace | Manager F | Married | MBA | SL-7
Helen | Manager F | Married | Ph.D.| SL-5
lan Accountant| F | Unmarr.| MBA | SL-5
Janet | Accountant| M | Married | Univ. | SL-4

Table 1: Table Enpl oyee.

[Id] Title [ Gdr.] MStatus] Educat.| Sal-iv |
1 Manager F Married | Univ. SL-5
2 Assistant F | Unmarr.| Coll. SL-3
3 Manager F Married | Ph.D. | SL-5
4 Assistant | M Married | Coll. SL-3
5 Manager | M Married # SL-5
6 | Accountant| # Unmarr. | MBA SL-5
7 Manager F Unmarr. | Univ. SL-5
8 Assistant F Married | Univ. #

9 Manager F # MBA SL-7
10 | Accountant] # | Married | Univ. SL-4

Table 2: Table Enpl oyee after hiding some sensitive entries.

subject, such as [1, 2, 3, 4, 8, 9, 10, 13].

The most basic model of privacy preserving data processing i
one in which we erase the sensitive entries in data. Theseara
entries are usually particular fields which are decided leyusber,
who may either be the owner or the contributor of the data.akhe
vantage of this approach is that it is extremely simple to@mgnt
in practice, and can be tailored easily to a variety of usefepr
ences. As a result, many current applications use thigybtfar-
ward method for privacy preservation. A variety of methodsts
as conceptual reconstruction [5] can be used to apply egiskita
mining algorithms on such data with missing values. A keykwvea
ness of this approach is that a data mining proficient aduersay
use the correlations among the fields in the data to guesetisé s
tive fields from other (non-sensitive) fields.

ExampPLE 1 (MOTIVATION). Consider a tabl&npl oyees
in Table 1. Suppose some users want to hide some informagtion a
follows. (1) Cathy wants to hide her salary level; (2) Frardnts
to hide his education background; (3) Grace wants to hideraer
riage status; (4) lan wants to hide his gender; (5) Janetsa@ant
hide her gender as well; and (6) All names should be hidden and
replaced by random row-ids. The table after hiding is shown i
Table 2.



However, itis possible to generate the following assooratules
from Table 2:

R;: Assistant— SL-3(support:2, confidencel 00%),

R»: ManagerA SL-5— University(support:3, confidend&6.7%),
and

R3: ManagerA Female— Married (support:3, confidena@t.7%).

These rules have a revealing effect on the values of theithdiV
records. For example, one may accurately predict that éliilss-
ing value in tuples is “University” (by rule R2); (2) the missing
value in tuples is “SL-3" (by rule R;); and (3) the missing value
in tuple 9 is “Married” (by rule R3). However, the missing values
in tuples6 and10 cannot be predicted accurately. [

The inference of sensitive fields with the use of correlatien
undesirable from a privacy preservation perspective. &beg, in
order to prevent such inference, it may be desirable to ald® h
some of the non-sensitive entries. The corresponding afbdere
is that unnecessary hiding of entries loses informatiorttferpur-
pose of data analysis applications. Therefore, it is imgyurio hide
aminimalset of entries (i.e. a set of minimum size) in order to pre-
vent such privacy violations.

We define the problem gifrivacy preservation against adversar-
ial data miningas that of hiding a minimal set of entries so that the
privacy of the sensitive fields are satisfactorily presdrve

Our study is critically different from the currently actigtudies
on privacy-preserving data mining, such as [1, 2, 3, 8, 10,R8-
vacy preserving data mining tries to transform the datameway
such that a certain types of data mining tasks can still bdwcied
with guaranteed privacy. Therefore, the focus is on effeatiin-
ing using partially hidden or distorted data. In privacygaevation
against adversarial data mining, we do not aim at any spetifi
mining tasks. Instead, we generally want to preserve theagqyi
against any attacks by abuse of data mining. Therefore,itlieh
data cannot be recovered by data mining. Our study is alfereiift
from [14], which investigates how to hide a set of associatides.

In particular, the method in [14] can only hide rules supparby
disjoint frequent itemsets. This is done by decreasing thgiport
or confidence, and can hide only a rule at a time.

We make several contributions. Firste model the problem
of privacy preservation against adversarial data miningncisely
Our model is general and is independent of specific adveistaia
mining techniquesWe also point out that finding an optimal so-
lution to the problem of privacy preservation against adegial
data mining is NP-hard.Secondwe develop an effective and ef-
ficient heuristic algorithnto find practically effective solutions to
the problem of privacy preservation against adversaritd dan-
ing. Last,we conduct an extensive empirical evaluation on both
real data sets and synthetic data sets to examine the pesfuren
of our method The results show that our method is effective and
efficient in practice.

The remainder of the paper is organized as follows. We formu-
late the problem in Section 2. In Section 3, we overview tloeer
dure of privacy preservation against adversarial datanginirhe
details of the proposed approach are developed in Sectiand 8.

An empirical evaluation is reported in Section 6.

2. PROBLEM STATEMENT

Consider a databage of n recordsty, . . ., t, andm attributes
Ds, ..., Dy. Without loss of generality, we assume that the do-
mains of dimensions are exclusive.

The value of record; on attributeD; is denoted byt; ;. We
also refer tot; ; as anentry. We note that an entry is specific
value in a tuple instead of an attribute value appearing in the ta-
ble. At this moment, we assume that all attributes are ca=go
We note that any continuous attribute can be transformeccti-a
egorical domain by using the process of discretization.eAfthe

process of discretization, the methods discussed in thgsrpean
be utilized for deciding which entries to remove. At the effithis
process, the discretized attributes are replaced bynttigoointsof
the corresponding ranges. The process of discretizatmuitgseis
an additional level of approximation of the attribute values. All
results in this paper will continue to hold for this disczeti con-
tinuous case, except that these results need to be expieseaus
of the discretized attributes.

A set of entries in one record is called antry-set The set of
privacy sensitive entries in the data is calleddivectly private set
denoted byP. In the most general case, the sensitivity of the data
may be defined not only by the fields, but also by a combinatfon o
the data records as well as their attributes. For example user
may wish to be private about his or her education level, wdsere
another user may be private about the age attribute. Fuontrer
there may be other fields (such as salary) which may be defsed a
globally sensitive at the administrator level. Therefohe, directly
private set is defined at thentry levelrather than at thattribute
level

For the sake of simplicity, we call a value in an attributdtam,
and a combination of multiple items #emset Clearly, an item or
an itemset can appear in multiple tuples. In other wordstem i
can match multiple entries and an itemset can match mubiptiey-
sets. The use of this terminology helps us to leverage otimxis
machinery for association rules and large itemset gernerati

It is further assumed that the information hiding is donehat t
server end. Thus, while the administrator at the server pdvy
to the entire set of records, they do not make the entire data s
publicly available. The advantage of information hidingtlag¢
server end is thait is possible to use the inter-attribute correla-
tions among the different records in order to decide whictries
should be masked

The primary question in the problem of privacy preservation
against adversarial data mininglige choice of entries which should
be hidden While it is clear that the entries iR should be hidden,
it is also important to remove other entries which have mtaai
power. We usé; ; = # to denote that the value is hidden. The ta-
ble in which the privacy sensitive entries are blanked odeisoted
by (T — P).

An itemsetX is said toappearin a tuplet if X matches a set of
entries int. Moreover, for a tablg” and a directly private seP,

X is said topublicly appearin a tuplet if the entries int match-
ing X are not inP (i.e., not blanked out ifT" — P)). Consider
table Enpl oyee in Table 2. The set of sensitive entriesis=

{ts,Education ts,Gender ts,Salary-Ievel Lo Married-or-not tlo,Gendel}-

As shown in Example 1, if we publicly publish Table 2, i.e.,
(T — P), it may not preserve the privacy sufficiently. Therefore,
only blanking out the sensitive entries is inadequate. tisof the
fields have known correlations to the other fields, they maydeel
to predict the sensitive entries in the data. In other woedsiies
which have strong predictive power to any entry in Seheed to
be removed from the data. Therefore, the first step is to nhiter
the entries which have strong predictive power to entriesetd.

A user may find correlation/association rules frgfn— P) and
use the rules to predict the values in the blank entries. Tolglgm
of privacy preservation against adversarial data minisgo find a
set of entriedK such that predictive methods using only the infor-
mation in(T'— P — K) cannot have an accuracy at le&s predict
the values of any entries iR, whered € (0, 1] is a user-specified
parameter. To make the information loss as little as passibe
want to minimize the size oK. We will refer to the sef< as the
derived private set

One way to select entries for the derived private set is tahese
entries to invalidate confident rules.

EXAMPLE 2 (RULE INVALIDATION ). Consider ruleRs: Man-
ager A SL-5— Universitydiscussed in Example 1. In order to in-



validate this rule, we can blank some occurrences of “Mariage
“SL-5" and/or “University” in tuples5 and7. Note that wedo not
have to blanlall those occurrences. For examplét,itqucation=
University is removed, then the confidence of the fle Manager

A SL-5— Universityis lowered down t&0%.

Moreover, we note that removing Tije = Manager is more ad-
vantageous than removiﬁg’Educaﬁo’n: University sincet, Tite
affects two rulesk, and R3 rather than just one.

If the minimum support of a rule i& and the confidence thresh-
old is60%, then by blanking out only the entty Tiye, we can hide
both rulesR, and Rs. L]

The process of removing derived private entries in ordeeto r
duce the confidence level of the rules in the data is calléslin-
validation

A second way of protecting the sensitive entries iptevent
rules from being firedy blanking out the entries in the sensitive
records corresponding to the antecedents of the rules. dm au
case, even though the rules may continue to have high relevan
(confidence level), the entries in the antecedents of thes nulay
get blanked out for the sensitive records only. This proiesse-
ferred to agule marginalization

EXAMPLE 3 (RULE MARGINALIZATION ). Consider ruleR;:
Assistant— SL-3in Example 1. In Table 2, only sensitive entry
ts Salary-levelCan be predicted using this rule. Therefore, instead
of invalidating the rule, we can simply blank out entyrije =
Assistant. Then, sensitive entry sajary-leve|Cannot be predicted
accurately. [

Rule marginalization refers to the fact that the rules maytiooe
to have high confidence level, but get marginalized becdneseere
no longer relevant to any sensitive entry in the data. Tloeeethe
predictive power of the rule is effectively removed. Rulergimal-
ization is especially useful when only a small number of sibeve
chosen to keep their records private for a particular columsuch
a case, it is possible to block a small number of antecedents f
the rules in order to keep the entries private.

Generally, it is a tricky question to determine whether itisre
useful to remove entries in order to prevent rules from béiiregl
or whether it is more useful to aim for reducing the confidence
level of rules. Moreover, blanking out an entry may simuttamsly
prevent some rules from firing and reduce the confidence tdvel
some other rules. In a later section, we will explore thisléf,
and discuss an effective strategy for balancing rule ideion and
marginalization.

We note that the predictive nature of the problem has somie sim
larity to the problem of adversarial classification [7], lith some
critical differences. First, while the adversarial cléissition prob-
lem concentrates on the prediction of a single fighe, problem of
privacy preservation against adversarial data mining stadhere
may involve prediction of any sensitive field in the dathis makes
the problem much more general and more difficult to solve #han
standard classification problem. At the same time, it is aisoe
difficult for an adversary who may need to be able to make pre-
diction on multiple fields in the data from an incomplete dstt
Second, while the adversarial classification problem comates
on the method of data perturbation as an adversarial medhkere
problem of privacy preservation against adversarial datming
concentrates on the issue of information hiding as a measure
thwart privacy attacks

In this paper, we utilize association rules to constructrtioelel
which decides the entries to be hidden. This is becauseiatisac
based methods are easy to generalize to the case where die pre
tion may be performed over any fields in the data. Furthermore
such methods are relatively robust for a large number oficgpl
tions in which the data records have high dimensionalitysuoh

cases, there exist an exponential number of subspaceauttiatis
predictor can explore over the data. The related work in §b5ih-
pares the effects of different schemes for creating priveakage
in the context of learning based systems. This is orthogtmtile
goal of our paper, which uses attribute suppression in dodpre-
serve privacy in a more general setting.

3. OVERVIEW OF THE APPROACH

We want to determine association rules with strong predicti
power. However, in this case it is more important to find asso-
ciation rules with a high confidence level than those with ghhi
support level. In fact, it is important to be exhaustive in #8s0-
ciation rule generation process in order to ensure that obitige
sensitive fields are divulged. The overall algorithm for excharial
data suppression is in the following two steps:

Step 1: Mining adversarial rules. We mine all association rules
from (T — P) in the form of X — y whereX is a set of attribute
values and is a value on an attribufe such that (1) the confidence
of the rule is no less thafin (T' — P); and (2) for tupleg where
X publicly appears and the valuetobn attributeY” is blanked out,

t has valuey onY” with a probability of at least. Such confident
association rules related to the adversarial data miniagcalled
adversarial rules

Step 2: Determining derived private set We select a set of en-
tries K C (T — P) such that by deleting the entries corresponding
to P U K, no adversarial rules can be fired to predict any value in
P accurately. We note that the process of blanking out enimies
K reduces the amount of information available in the data.s Thi
is an unfortunate consequence of the privacy preservatimreps.
These effects need to be minimized. Therefore, we wouldtbke
minimize the cardinality of the derived private g6t

We establish the correctness of the above algorithm asafsllo
For a tablel” and a directly private se®, consider arule? : X —

y, WwhereX is an itemset ang is a value on attribut&”. All tuples

t in which X publicly appears and the attribute value Yris not
blanked out form theublic setof R, denoted byub(R). That is,
pub(R) = {t|t € T, X publicly appears i, t.Y ¢ P}. A user
can derive the confidence &f from its public set. The confidence
of R in the public set is called theublic confidencef R.

On the other handX may publicly appear in some tuplesTn
but theY” attribute values in those tuples are blanked out. Th&n,
can be used to predict the valueoin those tuples. Such tuples are
called thehidden sebf R, denoted byrid(R). That is,hid(R) =
{t|t € T, X publicly appears in,t.Y € P}. The confidence o
in the hidden set is called thedden confidencef R. Clearly, an
external user can only calculate the public confidence f(@h-

P). Since we assume that information hiding is done at the serve
end, only the owner/administrator of the original data calowate
the hidden confidence.

Generally, letd be a user specified confidence threshold. For
a tableT and a directly private seP, an adversarial rule(with
respect ta)) is an association rul& : X — y such that both the
public and hidden confidence &f are at leasb.

An adversarial rule is potentially revealing when it hashhpgib-
lic confidence and high hidden confidence. Otherwise, it caha
used to predict accurately. That is, if a rule has high putaiafi-
dence but low hidden confidence, then it cannot accuratelictr
the blanked entries. On the other hand, if a rule has highenidd
confidence but low public confidence, then a user who can only
read(7 — P) cannot identify the rule from the public data.

THEOREM1 (CORRECTNESS. For atableT and a directly
private setP, any entryz € P on attributeY” cannot be predicted
with a confidencé or higher using only the information frof7” —
P) if and only if there exists no adversarial ruR : X — yin
(T — P) such thaty is on attributeY and X publicly appears in



the tuplet containingz. [

4. MINING ALL ADVERSARIAL RULES

We will mine all adversarial rules in a depth-first searchnfea
work. The complete set of itemsets can be enumerated usieg a s
enumeration tree [11]. A set enumeration tree employs adodar
on the set of all items. Each itemset is treated as a striny that
all items in the itemset are sorted in the total order. Thantean-
set X is an ancestor of another itemgétin the set enumeration
tree if X is a prefix ofY".

The general idea of our algorithm to mine the complete set of
adversarial rules is to conduct a depth-first search of therse
meration tree. The nodes in the tree are the itemsets pylalic|
pearing in some tuples. We check whether such itemsets can be
antecedent of some adversarial rules.

Clearly, for any adversarial rul® : X — y, X must publicly
appear in some tuples. Hence, the search of adversarial irile
complete if all the itemsets publicly appearing in someegaptan
be enumerated completely. The correctness and the comedste
of the mining of adversarial rules by a depth-first search séta
enumeration tree immediately follow the following propert

THEOREM2 (ANTI-MONOTONICITY). If an itemsetX does
not publicly appear in any tuple, then any supersetXotannot
publicly appear in any tuple. [

The itemsets can be divided into five categories accorditigeto
projected databases of the itemsets. The categorizativaena$ets
is very useful from the perspective of rule pruning. For saate-
gories of itemsets, it is possible to design efficient prgnines by
using specific properties of those categories.

An itemset isprivacy-freeif its projected database does not con-
tain any directly private entry at all.

EXAMPLE 5 (PRIVACY-FREEITEMSETY. Consider itemset
X1 = {College from Example 4. Since its projected database
contains no directly private entryX; cannot be the antecedent
of any adversarial rule. Moreover, any supersetXaf such as
{Assistant, Collegpand{Assistant, Male, College cannot be the
antecedent of any adversarial rule, either. n

PRUNING RULE 2 (PRUNING PRIVACY-FREE ITEMSETY. In
the depth-first search of the set enumeration tree, a priieesy
itemset and all supersets of it can be pruned. [

An itemset X is non-discriminativeif every tuple in the pro-
jected database of contains directly private entries in the same
attribute(s).

EXAMPLE 6 (NON-DISCRIMINATIVE ITEMSETS). Consider
itemsetX, in Example 4. Every tuple iff'| x, has a blanked value
in attributeGender Therefore, any association rule haviAg or
any superset oK, cannot make an accurate prediction of the gen-

Often, a complete set enumeration tree can be huge in real ap-ger of accountants. In other words, those itemsets canntiebe

plications, when there are hundreds or even thousands rok.ite
Therefore, it is important to prune significant portions lo¢ tset
enumeration tree.

First of all, we can prune all those itemsets that do not glibli
appear in a data set.

PRUNING RULE 1. (PRUNING NOT PUBLICLY APPEARED ITEM
SETY In the depth-first search of the set enumeration tree, an-item
set X which does not publicly appear in any tuple, as well as all
the supersets ok can be pruned. [

Not every itemset publicly appearing in some tuples is an an-
tecedent of some adversarial rule. This fact can be usedpmira
the effectiveness of the depth-first search algorithm. Tiéans
that if we can determine that all nodes in a subtree cannohbe a
tecedents of any adversarial rule, then the subtree carubeghand
the search space is narrowed. We can examine whether areitems
and its supersets are antecedents of some adversaridrantethe
projected databases

Let X be anitemsef]” be a table, and be a directly private set.
For atuplet in T', if X publicly appears in, then theprojectionof
t with respect taX, denoted byt|x, is the set of entries in that
are not matched by. If X does not publicly appear ity then
t|X = 0.

Theprojected databaswith respect taX is the set of nonempty
projections with respect t& in 7.

The concept of projected databases and its utilizationllare i
trated in the following example.

EXAMPLE 4 (PROJECTED DATABASE. Consider the example
illustrated in Table 2. The projected database for itend§et=
{College} isT'|x, = {(Assistant, Female, Unmarried, SL-3), (As-
sistant, Male, Married, SL-3) The projected database for itemset
X2 = {Accountan} is T'|x, = {(#, Unmarried, MBA, SL-5),
(#, Married, University, SL-4). The projected database for item-
setXs = {Unmarried, SL-% is T'|x, = {(Accountant, #, MBA),
(Manager, Female, University) The projected database for item-
set X4 = {Manager, Femaleis T'|x, = {(Married, University,
SL-5), (Married, Ph.D., SL-5), (Unmarried, University, S, (#,
MBA, SL-7)}. n

antecedents of any adversarial rules with respect to gender m

PRUNING RULE 3. (PRUNING NON-DISCRIMINATIVE ITEM -
SETY In the depth-first search of the set enumeration tree, if an
itemsetX is non-discriminative with respect i, then any super-
set of X is also non-discriminative with respect 6. Y can be
pruned from the projected databasesXfand any superset of.
Moreover, if an itemsekX is non-discriminative with respect to all
other attributes that contain some entries in the directlyqte set,
thenX and its supersets can be pruned. [

An itemsetX is said to be aontrast itemseif for any entry
y € P such thatX U y appears in some tuples®, X — y has
a public confidence di. Clearly, X as well as any supersets &f
cannot be used to accurately predjct

EXAMPLE 7 (CONTRAST ITEMSETY. Consider itemsefX;
in Example 4. In the projected database, there is one blashked
try in attributeGender whose value is “Female”. However, in the
public set of X3, rule “X3 — Male” has a public confidence of
100%. Thus, X5 or any of its supersets cannot be used to predict
the gender accurately. [

PRUNING RULE 4 (PRUNING CONTRAST ITEMSETS. Inthe
depth-first search of the set enumeration tree, a contrastset and
all supersets of it can be pruned. [

An itemsetX is discriminativeif X is the antecedent of some
adversarial rules. This can be determined by checking tjegted
database of. Technically, if there is a valug such thatX — y
has public and hidden confidence of at leastith respect to the
projected database &f, thenX is discriminative.

EXAMPLE 8 (DISCRIMINATIVE ITEMSETS). Consider item-
setX, in Example 4. In the projected database, there is one blanked
entry in attributeMarried-or-not whose value is “Married”. More-
over, two out of the three tuples in the projected databage han-
blanked value “Married” in attribut®arried-or-not Thus, we can
generate a confident association rilanagerA Female— Mar-
ried, which is the adversarial rulBs discussed in Example 1. m



Input: atableT’, a directly private seP, a confidence threshold
and an optional minimum support threshelddefaulty = 1)
Output: the complete set of adversarial rules;
Method:
1: letAq, ..., A, be an order of attributes, extend the order to an
order over all items: item in A; is after itemy in A; if ¢ < j;
items from the same attributes are sorted alphabetically;
conduct a depth-first search on the set enumeration tree of
itemsets, for each items& (i.e., at each node of the tree);
if the support ofX is less thany then return;
create the projected database Xor
[/l applying Pruning Rules 2, 3 and 4
if X is privacy-free, non-discriminative or contrast then retu
if X is discriminative then output an adversarial rule;
remove unpredictable attributes with respeckto
for each item: appearing in the projected database in any
attribute that has not been considered yet, form itemset
X U {z} and recursively call the depth-first search procedure.

akRw

oN

Figure 1: Algorithm FAIR.

Input: atableT, a directly private seP, a confidence threshold
and a seRR of adversarial rules

Output: a set of derived entry sets;

Method:

setc;,; = 0 for all entries;

2: while rule setR is not emptydo

3:  foreachruler € R and entryt; ; € T do

4 compute the contribution of blankirg; to invalidation

or marginalization of ruler;

=

5: add the contribution te; ;;

6.  blank a fractionf of the original number of entries with the
largest weight;

7: remove the rules invalidated or marginalized;

Figure 2: Algorithm GraDeS.

We note that an itemset may be the antecedent of more than
one adversarial rule. However, all adversarial rules hgpihe
same antecedent can be generated by only one scan of thetpdoje
database. We only have to maintain a set of counters whick tra
the number of occurrences of different attribute values@irtpub-
lic and hidden sets respectively. During the scan the cositn
be updated by examining each record sequentially.

The supersets of discriminative itemsets should still leckad.
This is because we may find confident adversarial rules among
these supersets. Note that we have to either invalidate ayimad
ize all adversarial rules.

An itemset isundeterminedf it is not in any of the previous
four categories. For such an itemset, we can neither prumeiit
generate adversarial rules. Therefore, the depth-firstiseweds
to be continued at such nodes in order to make judgementg abou
the itemsets in the corresponding subtrees.

The efficiency of the depth-first search method can be imgrove
further by utilizing the following observationf the support of an
adversarial rule is very low, then the adversarial rule candtatis-
tically insignificant In a real application, a user may often specify
a minimum support threshold. We only determine adverseulab
whose support is at least equal to this threshold. Theretorg
itemset whose support is less than this threshold can begyand
so can its supersets. The corresponding algoriiR (Finding
Adversaral Rules) is illustrated in Figure 1.

5. DETERMINING OPTIMAL DERIVED PRI-
VATE SET

We can use the set of adversarial rules to determine the set of
entries which need to be removed from the data. Unfortupatel
the problem of finding the smallest derived private set ishdRd
(limited by space, we omit the formal result here). Thus, eedto
design a heuristic algorithm to find practically effectiwéugions.

We need to find a good tradeoff between rule invalidation and
rule marginalization. we can construct an effective solufor the
task by quantifying the level of information revealed by thiker-
ent entries. The greater the level of information revealedrben-
try, the greater the weight of the corresponding entry. Weght
is denoted by:; ; for entryt; ;.

Initially, we setec;,; = 0 for all the entries. Let us consider
a database containiny entries. We note that when an entry is
deleted, it could either prevent a rule from beiirgd because of
rule marginalization, or it could prevent a rule from beifogind
because of rule invalidation.

Consider an entry; ; and aruleR : X — y wherey € Y.
Three cases may arise: tugle(the tuple containing entry; ;) is
in the public seppub(R), t; is in the hidden sekid(R), or t; is
irrelevant toR. We will compute the contribution of blanking out
the entryt; ; in each case as follows.

First, if tuplet; is in pub(R), i.e., X U {y} publicly appears in
t;, then blanking out; ; will reduce either the public confidence
of R (whent; ; € Y) or the size of the public set a® (whent; ;
matches an item iX') by 1/|pub(R)|. This is the contribution of
blankingt;,; to the invalidation ofR.

Second, if tuple; is in hid(R), i.e., X publicly appears irt;
but¢;.Y € P (¢; has a blanked value on the attribute thahay
appear), then blanking ouf ; marginalizesk in one instance (i.e.,
this tuple). In order to fully marginalize all instancesifwe need
to blank out a total ofhid(R)| entries. Thus, the contribution of
blanking outt; ; to the marginalization oR is 1/|hid(R)|.

Last, if¢; is notinpub(R) or hid(R), then blanking out; ; does
not make any contribution to the invalidation or marginatian of
R.

Therefore, the weight; ; can be calculated as the sum of con-
tributions of blanking out; ; to all adversarial rules. The entries
with the highest weights should be blanked out. Once an éatry
blanked out, the weights of other entries should be adjustée
blanking process can be conducted iteratively.

The process of blanking the entries can turn out to be cumber-
some if the weights need to be re-computed at each step. fohere
we batch the process of blanking out the entries after camgthe
corresponding weights. The process of computing weighthef
different entries is done using a single pass in which aéésdre
iterated over the entries of a given record in order to detezrthe
corresponding weights. The weights are then stored, andttee
batch process of blanking out is started. In the processtohirey
the blanking of entries, we blank o#étsensitive entries (i.e., the
entries withe; ; > 0) in each pass. This ensures that a maximum
of at mostm /k passes need to be performed on the data, where
is the total number of sensitive entries. We note that theqa® of
batching leads to some reduction in accuracy, but this ig@rala
tradeoff with the efficiency of the entire process. The patam
k is called theblanking factor and can correspondingly be tuned
in order to achieve the desired tradeoff between accuradyeén
ficiency. The algorithmGraDeS(for Generding Derived Set) is
shown in Figure 2.

6. EMPIRICAL EVALUATION

All algorithms were implemented in Microsoft Visual C++ \26.
All experiments were run on an IBM ThinkPad T42 laptop com-
puter which has one Intel Pentium M 1.5 GHz processor and 768
M main memory, and runs Microsoft Windows XP operating sys-
tem. We used both synthetic and real data sets in our expaisme
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6.1 Results on Synthetic Data Sets

We generated synthetic data sets using the Zipf distributio
determine the tuple values on each dimension. The dataajener
uses the following parameters (default values in bracké13)di-
mensionality {0); (2) cardinality (L0); (3) Zipf factor 2.0); and (4)
number of tuples in the tabld @, 000). We generated the directly
private sets so that @% of randomly selected entries are hidden.
The parametep is chosen to bé% by default. This means that
a table containing 0, 000 tuples andl0 dimensions will contain
1,000 entries in the directly private set.

Figure 3 shows the variation in the number of adversariasul
with varying Zipf factor for different dimensionalities dicardinal-
ities of the data set. The number of tuples was sd¢0ab00, the
confidence threshold was set68%, the minimum support thresh-
old was set ab.05%, and the directly private set randomly hig
of entries in the table. We tested different cases of dateisen-
sionality and cardinality. The data becomes much more lzted
when the Zipf factor increases. When the Zipf factor is inrdrege
of 2 to 3, the number of adversarial rules is large. When the Zipf
factor keeps increasing t& the number of adversarial rules de-
creases. The reason is that when Zipf factor is large, thersame
strong rules with high support across many tuples. Howekere

sensitive entries vs. db size.

and sensitive entries (Adult)

port, which affects many tuples. The number of entries sigagb
adversarial rules with low support is limited. This is an @nag-
ing observation since a reduced number of sensitive enubesd
indicate a modest size of the derived private set. We wilh@ra
this issue in more detail in the next section.

The effect of confidence threshold on the number of adversar-
ial rules and the number of sensitive entries was testedyubim
same synthetic data set, as shown Figure 5. The supporhtides
was set td).05%. As expected, a lower confidence threshold intro-
duces more adversarial rules and sensitive entries. Arestiag
observation is that the data set following a Zipf distribathas a
non-trivial number of adversarial rules b60% confidence, which
affect about20% of the tuples in the table. We note that the cor-
responding entries are very valuable from the point of viéwaro
adversary.

Using the same synthetic data set, we tested the effect ef siz
of directly private set on the number of adversarial rulessteown
in Figure 6. The support threshold and confidence threshele w
fixed t00.05% and 60%, respectively. When the directly private
set is small, the number of adversarial rules is also smatkesihe
rules must be associated with some directly private entki¢gisen
the directly private set becomes large, the number of adviets

are not many such rules. In the same figure, we also show the num rules increases linearly. The relatively modest increagbe num-

ber of sensitive entries (the entries not in directly pevaét, but
which are relevant to at least one adversarial rule). It gpess the
Zipf factor increases, but is bounded by the total numberowi-n
blanked entries in the table. Interestingly, the numbereokgive
entries does not drop with high Zipf factor, whereas the nema
adversarial rules decreases. In such situations, the gugfpules
increases and the number of tuples affected by the advalrealgs
remains stable. This helps in containing the final numberabfes
in the derived private set.

The major observation is that the number of rules increass w
dimensionality, but reduces with increasing cardinalityeach cat-
egorical attribute. This is because increasing cardinedikes the
data set more diverse whereas increasing dimensionatitgases
the number of possibilities for finding adversarial rules.

In Figure 4, we tested the effect of support threshold on time-n
ber of adversarial rules and the number of sensitive entfTde
parameters of the data set were set to default, and the cooéide
threshold was set t60%. As can be seen, the number of adver-
sarial rules increases exponentially as the support thlésioes
down, which is similar to the well-known effect in frequertern
mining. However, the number of sensitive entries changesafly,
since the Zipf distribution embeds some correlations wiigih Isup-

ber of adversarial rules with increasing direct privatesses is an
encouraging observation, since it tends to indicate thetigrived
private set is also likely to increase modestly.

The cost of our approach consists of two parts: mining theadv
sarial rules and computing the derived private set. Thedtesi is
quite efficient. In our experiments, it takes less thaseconds for
data sets with 0,000 tuples and is linearly scalable with respect
to database size. This is only a very minor component of ttaé to
cost. Limited by space, we omit these details and concentrat
the more computationally challenging issue of finding theveel
private set from the rules. In our heuristic approach (8edd), the
blanking factor can be leveraged as a useful parameter tooton
the tradeoff between the size of derived private set andesffiy.

Figure 7 plots the size of derived private set with respethéo
blanking factor. As a reference, the total number of semsitin-
tries in this test i$51,964. The support threshold and the confi-
dence threshold were set®ol % and80%, respectively. The cor-
responding running time is shown in Figure 8. We note that the
running time is quite modest for most practical settings.

From Figures 7 and 8, we observe the following. First, the pri
vacy can be preserved by blanking out only a very small sutfset
sensitive entries. In the setting of this experiment, if wank one
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entry at a time, we only need to blaiBk5 entries in the derived
private set, which is less tha¥ of the set of all sensitive entries.
Blanking out less thafi00 entries to preserve the privacy hfo00
directly private entries allows the approach to remainticatfrom
the point of view of information preservation.

In general, the less entries we blank out in a round, the small
the derived private set we get. On the other hand, it inceetise
running time. We show that the tradeoff is such that a miner in
crease of the derived private set can lead to a substantialiga
efficiency. For example, by increasing the blanking factonf1
to 30 the runtime was drastically reduced fram988 seconds to
157 seconds, while the derived private set size only modestly in
creased fronb46 entries tol, 320 entries. The iterative use of a
blanking factor helps in substantially improving the effiecy of
the algorithm with only a modest loss in the data entries.

We tested the scalability of privacy preservation agaidsesa
sarial data mining with respect to the number of tuples irtaine.
The results are shown in Figure 9. The data sets took the ltlefau
parameters except that the number of tuples ranged fi@r6i00
to 100, 000. The directly private set randomly hit?% entries in
the table. We fixed the confidence and support threshok)%6
and0.05%, respectively. Interestingly, the number of adversarial
rules decreases as the size of table increases. In a datdloeet f
ing the Zipf distribution, as the database size goes up, ulesr
about the bias values in dimensions gain support much mare th
the other rules. Since we kept the support threshold constan
percentage, those rules whose support do not grow in the Isdene
became infrequent. This resulted in fewer rules in largéetab
high support. This phenomenon matches the scenarios impeal
plications. In small tables, we can often observe many docabk
correlations. However, in large tables, only the strongedations
become statistically meaningful and affect the privacyspreation
against adversarial data mining.

The number of sensitive entries relies on two factors: theler
of adversarial rules and the size of directly private set.ob&erved
from our experiments that the runtime of our method is mainby
portional to the number of sensitive entries, since therdeteation
of derived private set dominates the cost. Since the nunflsam
sitive entries show more modest scalability behavior,dtge helps
to contain the running time of our method.

6.2 Experiments on Real Data Set (Adult)

To examine the effectiveness of our approach in real applica
tions, here we report the experimental results on real ddiadlt
from the UcCl Machine Learning Repository
(http://www.ics.uci.edutmlearn/). It was extracted from the cen-
sus bureau database in year 1994. It 8842 tuples andl4
dimensionsg of which are continuous anglare nominal. We re-
moved tuples containing missing values. After removal, daga
set still hastb, 222 tuples. We also removetiattributes in which
most tuples have the same value. We discretized continusus a
tributesages fniwgtandeducation-numAfter discretization, those
attributes have cardinality0, 150 and17, respectively.

Figure 10 shows the number of sensitive entries and size-of de

rived private set as the size of directly private set charfgan

10, 000 to 50, 000. The support threshold and the confidence thresh-
old were set t2% and80%, respectively. The blanking factor was
fixed to 10, 000. The number of sensitive entries is not very sen-
sitive to the change of private set, since it is bounded bytated
number of non-blanked entries. On the other hand, the nuofber
derived private entries increases with the size of dirquilyate set.

If we want to hide more entries, we likely have to blank out enor
entries as well. However, when we hide more entries in thectir
private set, some rules may also be hidden. Consequengyinen
teresting observation from Figure 10 is that the number df/eé
private entries increases quite slowly with increasing benof di-
rectly private entries. This tends to indicate that the fprtionate)
loss in entries with increasing level of incompletenesshef data
set is likely to be lower. The running time with increasingesof
the directly private set roughly follows a similar trend ilg&re 10.
Limited by space, we omit the curves.

Figure 11 shows the numbers of adversarial rules and sensiti
entries, as well as the size of derived private set on the@tipp
threshold. The directly private set h3@ 000 entries and the con-
fidence threshold was set 8%. The blanking factor was set to
10,000. All three measures go up as the support threshold goes
down. They follow similar trends. The running time is shown i
Figure 12. Again, we observe that the size of the derivedteiset
is within a small factor of the directly private set over @hges of
the support parameter. This tends to indicate only a moeest bf
information loss. In fact, these results show that the éerprivate
set does not change very much for different values of usecified
support.

In summary, the empirical study on both synthetic and retd da
sets strongly suggests that privacy preservation agath&trsar-
ial data mining is practical from an information-loss pa&sve.
This is because the results seem to indicate that the dgyiveate
set does not increase as fast as the directly private seteadd
to be quite stable over a wide range of user parameters. At the
same time, our heuristic approach is also efficient from aprde
tional perspective and requires a few seconds over manyigabc
settings on data sets containing thousands of records. ditiayg
the scheme scales modestly over a wide range of user-splguifie
rameters. This contributes to the practicality and usgbdf the
approach.
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