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ABSTRACT

Discovering coherent gene expression patterns in time-series gene
expression data is an important task in bioinformatics research and
biomedical applications. In this paper, we propose an interactive
exploration framework for mining coherent expression patterns in
time-series gene expression data. We develop anovel tool, coherent
pattern index graph, to give users highly confident indications of
the existences of coherent patterns. To derive a coherent pattern
index graph, we devise an attraction tree structure to record the
genesin the data set and summarize the information needed for the
interactive exploration. We present fast and scalable algorithms to
construct attraction trees and coherent pattern index graphs from
gene expression data sets. We conduct an extensive performance
study on somereal data setsto verify our design. The experimental
results strongly show that our approach is more effective than the
state-of -the-art methods in mining real gene expression data, andis
scalable in mining large data sets.
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1.5.3 [Computing Methodologies]: Pattern Recognition—Clus-
tering

General Terms
Algorithms, Experimentation
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1. INTRODUCTION

DNA microarray technology enables simultaneously monitoring
the expression levels for thousands of genes during important bio-
logical processes and across collections of related samples. Anim-
portant task of analyzing the DNA microarray gene expression data
isto find the co-expressed genes and the coherent gene expression
patterns. A group of co-expressed genes are the ones with similar
expression patterns, while a coherent gene expression pattern (or
coherent pattern in short) characterizes the common trend of ex-
pression levelsfor agroup of co-expressed genes. In other words, a
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Figure 1: Examples of groups of co-expressed genes and corre-
sponding coherent expression patterns

coherent gene expression pattern isa“template”, while the expres-
sion profiles of the corresponding co-expressed genes yield to the
pattern with small divergence.

For example, the lyer's data set [7] records the expression pro-
files of 517 human genes with respect to a 12-point time-series. In
[4], Eisen et a. give alist of 10 groups of co-expressed genes and
the corresponding coherent gene expression patterns in the lyer's
data set, which iswell accepted as the ground truth.

In Figure 1, we demonstrate three groups of co-expressed genes
in the ground truth and the corresponding coherent patterns. The
left column elaborates three groups of co-expressed genes. It can
be seen clearly from thefigure that the co-expressed genes share the
common trendsin their expression profiles. The right columnillus-
trates the coherent expression patterns corresponding to the groups
of co-expressed genes.

Why do we want to find co-expressed genes and coherent gene
expression patterns? In practice, co-expressed genes may have the
same cellular functions and may be regulated by the same mech-
anism. Coherent gene expression patterns may suggest important
cellular processes and characterize the regul ating mechanism in the
cells.

Tofind co-expressed genes and discover coherent expression pat-
terns, various clustering algorithms have been developed, includ-
ing some conventional methods, such as K-means [11], SOM (for
Self Organizing Map) [10] and the hierarchical approaches [4, 1],
as well as some newly proposed ones targeting at gene expression
data, such as CAST [2], CLICK [9] and Adapt [5]. Generally, those



Figure 2: The hierarchy of a co-expressed gene group

clustering algorithms partition the set of genes into clusters. Each
cluster is considered as a group of co-expressed genes and the co-
herent expression pattern can be simply the mean (the centroid) of
the expression profiles of the genesin that cluster. While previous
studies have confirmed that the clustering algorithms are useful to
identify groups of co-expressed genes and discover coherent ex-
pression patterns, due to the distinct characteristics of time-series
gene expression data and the special requirements from the biology
domain, clustering gene expression dataiis still facing the following
two unsettled challenges.

Challengel: It issubtletounfold thehierarchiesof co-expressed
genes and coherent patterns

In aDNA microarray gene expression data set, there are usually
multiple groups of co-expressed genes and the corresponding co-
herent patterns. One important and interesting feature is that there
isusually a hierarchy of co-expressed genes and coherent patterns
in a typical gene expression data set.

For example, Figure 2 shows a group of co-expressed genes in
the lyer's data set, which can be split into two subgroups, and one
subgroup can be further split into two sub-subgroups. Genes in
each subgroup have more uniform expression profiles, i.e., the pat-
tern is more coherent. Therefore, the groups of co-expressed genes
form a hierarchy. At the higher levels of the hierarchy, we can
see large groups of genes approximately following some “rough”
coherent expression patterns. At the lower levels of the hierar-
chy, the large groups of genes break into small subgroups. Those
small subgroups of co-expressed genes follow some “finely” coher-
ent expression patterns, which inherit some characteristics from the
“rough” patterns, and add some distinct characteristics.

The subtlety here is that there is no general and objective stan-
dard to identify co-expressed gene groups. The interpretation of
co-expressed genes and coherent patterns mainly depends on the
domain knowledge. In some cases, a small difference in expres-
sion levels by a small group of genes at certain time instants may
be of particular interest. In some other cases, the differenceis con-
sidered insignificant at all based on some background knowledge.
For example, in Figure 2, the left child of the root in the hierarchy
tree contains more genes than its sibling. It can be further divided
into subgroups by abrute force try. However, the ground truth (i.e.,
the partitioning theme and patternsjustified by biologists) indicates
that it should not be further split. In other words, in time-series
gene expression data, the size and the granularity of groups of co-
expressed genes aswell asthe corresponding coherent patterns may
vary substantially. One challenge raises:. Can we provide a flexible
tool for biologists so that they can interactively unfold the hierar-
chy of groups of co-expressed genes and derive the corresponding
coherent patterns? A user may want to explore the structure of the
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Figure 3: The gradual change from one expression profileto a
complete different profile

data set and study the different parts of the data set with different
criteria according to their domain background knowledge, which is
hard to describe or to be integrated into the mining system.
Challenge 2: It ishard to handle the high connectivity of genes
in the time-series gene expression data sets.

An interesting phenomenon in time-series gene expression data
sets is that groups of co-expressed genes may be highly connected
by a large amount of “ intermediate” genes. For example, the two
genesin thefirst row of Figure 3, taken from thereal C DC28 data
set, have very different expression profiles. However, we can find a
series of intermediate genes between the two genesin the same data
set, as shown in the figure, such that each two consecutive genes
are quite similar to each other. These intermediate genes build a
“bridge” between the two very different ones. Such “bridges’ are
common in the gene expression data sets.

The high connectivity in the gene expression data raises a chal-
lenge: Itisoften hard to find the (clear) borders among the clusters.
Usually, the number of intermediate genes is much larger than the
total number of co-expressed genes. Our empirical study indicates
that, in many cases, the density of genes smoothly decreases from
the core area to the border area. However, some border areas may
also have high density. That is because the density of the cores of
different clusters can be very different. For example, the density of
cluster A’s core area may be much higher than that of cluster B's
core area. Therefore, the density of aborder area of cluster A may
be even higher than that of the core area of cluster B.

Many existing clustering methods may fall into one of the fol-
lowing hard situations when they mine the gene expression data:
On the one hand, the data set is decomposed into numerous small
clusters. Some clusters consist of groups of co-expressed genes,
while most of the clusters consist of the intermediate genes. Since
there is no absolute standard (e.g., size, compactness) to rank the
resulted clusters, it may take a user a huge effort to examine which
clusters are really the groups of co-expressed genes. On the other
hand, the algorithm results in several large clusters. Each cluster



contains both the co-expressed genes and a large amount of inter-
mediate genes. However, thoseintermediate genes may mislead the
centroids of the clusters going astray. The centroids then no longer
represent the true coherent patterns in the group of co-expressed
genes.

In this paper, we study the problem of mining coherent patterns
fromtime-series gene expression data, and make the following con-
tributions. First, oneimportant observation about the existing clus-
tering methodsisthat almost all of them try to find the clusters (i.e.,
groups of co-expressed genes) first according to some global crite-
ria, and then derive the coherent patterns based on the clusters. In
this study, we propose a novel strategy of interactive exploration
of gene coherent patterns. we interactively explore the hierarchy
of coherent expression patterns and find the groups of co-expressed
genes according to the coherent patterns. The users background
knowledge can be integrated by the interaction between the users
and the system. Second, to implement our new strategy, we develop
a novel interactive exploration tool, coherent pattern index graph,
to give users highly confident indications of the existence of coher-
ent patterns. Third, to derive a coherent pattern index graph, we
need to extract the information about the relations between genes
and their groups. We devise an attraction tree structure to record
the genes in the data set which summarizes the information needed
for the interactive exploration. Fourth, we present fast and scalable
algorithms to construct the attraction tree and the coherent pattern
index graph from the gene expression data set. Last, we conduct
an extensive performance study on real data sets to verify our de-
sign. The experimental results strongly show that our approach is
more effective than the state-of-the-art methodsin mining real gene
expression data, and is scalable in mining large data sets.

The remainder of the paper is organized as follows. In Section
2, we introduce the attraction tree structure and its construction al-
gorithm. The interactive exploration of coherent patterns using co-
herent pattern index graph is presented in Section 3. An extensive
performance study is reported in Section 4. The paper is concluded
in Section 5.

2. THEATTRACTION TREE

To enable theinteractive exploration of the coherent gene expres-
sion patterns, it isimportant to extract and organize the information
about the relation among genes and their groups. In this section we
introduce a density-based method to construct an attraction tree
structure.

Wefirst describe how to measure the distance between two genes
and how to define the density of genes. Then, we present the attrac-
tion tree structure.

One of the most commonly used distance measure is the Eu-
clidean distance. However, as indicated in [12], for gene expres-
sion data, people are more interested in the overall shapes of ex-
pression profilesinstead of the absolute magnitudes. The Euclidean
distance does not work well for scaling and shifting profiles. Hence,
the Pearson’s correlation coefficient is often used to measure the
similarity between two expression patterns[12].

To define the density of a gene, we have to tell the distance be-
tween two arbitrary genes. Thus, we need to transform the Pear-
son’s correlation, a similarity measure, into a distance measure.
Given an object’ O, we transform the object to O’ as follows. For
each attribute d, let O!; = Od;"o , Where no and oo are the mean

o,

and the standard deviation of all the attributes of O, respectively.
Then, the similarity and distance between the data objects are de-

*Hereafter, we use the terms “ objects’ and “genes’ exchangeably.

fined as
similarity(0;, 0;) = pearson(0;, O5), Q)

and distance(O;, 0;) = euclidean(O;, O;) 2

The density of a data object O reflects the distribution of the
other objects in O’s neighborhood. A recently proposed method,
Denclue [6], defines an influence function to describe the influence
between two objects. For example, the Gaussian influence func-
tion, is defined as follows.

d(oivoj)2

f(0:,0;) =e” 22 ©)

where d(O;, O;) isthe distance between objects O; and O; and o
is a parameter. Given a data set D, the density of an object O is
the sum of influences from all the objects in the data set except for
itself. That is,

density(0) = Z

0;€D,0;#0

f(0,0). 4

In this paper, we will follow the density definition by Denclue. We
will address how to determine an appropriate value for parameter
o in Section 3.3.

An attraction tree structure records the information about genes
that will be used later in the coherent pattern mining and clustering
of co-expressed genes. Intuitively, to organize the groups of genes
and their coherent patterns, we can treat the genesin the way that a
gene with high density in a data set “attracts’ the other genes with
less density.

The attraction between two data objects O; and O; (O; # O;)
is defined by the influence function (Equation 3). The attraction
is said from O; to O; if density(O;) < density(O;), denoted
as O; — O;. Inthe case that two objects are tie in density, we
can artificially assign O; — O; for (¢ < j). Thus, an object O
is attracted by a set of objects A(O) whose density are larger than
that of O, where A(O) = {O,|density(O;) > density(O)}. We
define the attractor of O asthe object O; € A(O) with the largest
attractionto O, i.e,,

Attractor(O) = arg OJ%%%(O) f(0;,0)
According to the influence function, the attractor of an object O is
its closest neighbor with a higher density. The only exception is
object Opq Whose density is the highest in the data set. We define
the attractor of Opq iS Opg itself.

The attraction from an object to another (i.e., O; — O;) forms
a partial order. Based on this partial order, we can derive an at-
traction tree T'. Each node corresponds to an object O. The parent
node of O isset to

nil if Attractor(O) =0

Parent(0) = { attractor(O) otherwise

We define the weight for each edge e(O;, O;) on the attraction
tree T" as the similarity between O; and O;.

The attraction tree has the following two features. On one hand,
the attraction tree is self-closed. A group of objects following the
same coherent pattern forms a attraction subtree. Objectsfollowing
different coherent patterns are not mixed in the same attraction sub-
tree. On the other hand, the attraction tree is robust to noises. The
root of each attraction subtree has the locally maximal density and
represents the coherent pattern in this attraction subtree. Objects
closely matching the coherent pattern stay at the high levels of the
tree, while noises (or intermediate objects) stay at the low levels



of the tree. Even in an environment with alarge amount of noises
or intermediate objects, since the density of noises or intermediate
objects are relatively lower than that of the co-expressed objects,
the structure of the high levels of the attraction tree will not change
and the representative of coherent patterns will not be deviated by
the noises or the intermediate objects.

3. INTERACTIVE EXPLORATION OF CO-
HERENT PATTERNS

The general idea of interactively exploring the coherent patterns
is as follows. Technically, we want to plot the genes as well as
its probability to be a “leader” in a group of co-expressed genes
as acurve, so that a user can identify the coherent patterns as well
as the corresponding genes easily. Roughly speaking, this can be
achieved in the following four steps.

First, we order the genes into an index list, such that the genes
sharing a coherent pattern stay close to each other in thelist. Sec-
ond, each gene carries a coherent pattern index value such that, if
there is a consecutive sublist of genes sharing a coherent pattern,
the first gene in the sublist has a significantly high index value and
the following genes has alow index value. Third, a coherent pat-
tern index graph can be plotted. The genes arelaid out horizontally
according to theindex list, and the vertical axisisthe coherent pat-
tern index value. Within the coherent index graph, a sharp pulse
may strongly indicate the existence of a coherent pattern. Last, a
user may choose the pulse in the coherent pattern index graph and
then the coherent pattern as well as the corresponding co-expressed
genes can be derived. Theuser can recursively examinethe selected
groups of co-expressed genes as well as its sub-patternsin depth.

3.1 Generatingthelndex List

To plot the genes as well as its probability to be a “leader” in a
group of co-expressed genesin a 2-dimensional space, we need to
order the genes into a list. An ordering, index list, can be devised
based on the following three observations. (1) In the attraction tree,
the edges connecting a pair of objects O; and O» following the
same coherent pattern P have heavy weights. Genes connected by
those edges should stay closeto each other inthelist. (2) The edges
connecting a pair of intermediate objects O; and O2 or connecting
a pattern correlated object and an intermediate object have moder-
ate weights. Genes connected by those edges should stay close to
each other in the list, too, but not as close as the ones in case 1.
(3) The edges connecting a pair of objects O; and O, following
different coherent patterns P; and P, have light weights. Genes
connected by those edges should stay far away in the list.

Based on the above idea, we develop an algorithm to order the
genes, as shown in Figure 4. In the algorithm, we maintain an
FIFO list, caled processedVertex, to record the visiting order
of the nodes in the attraction tree 7. We start from the root of
T. All the edges connecting the root with its children are put into
a heap, where the edges are sorted in the weight descending or-
der. Then, we iteratively extract the edge with the highest weight
from the heap. At this point, the start vertex of the edge must
have been processed (Otherwise, the edge could not be put into
the heap.) We put the end vertex of the edge currentVertex
into the list processedVerter and put all the edges connecting
currentVerter and its children into the edgeHeap. The loop
continues until all of the edges in the tree have been visited. The
processedVertex istheindex list of the data genes.

3.2 Coherent Pattern Index and the Graph

Suppose we check the genes one by onein the order of index list,
if wefind aconsecutive subseguence S of genes such that the genes

Pr ocedur e ordering(AttractionTree root){
/l Initialize the processedV ertex and the edge Heap
processedVertex.add(root)
f or each child ch of root do edge Heap.insert(edge(root, ch))
/I lteration
whi | e (ledgeHeap.isEmpty() ) do {
currentFEdge = edge Heap.extract()
currentVertex = current Edge.endVertex
processedV ertex.add(currentVertex)
f or each child ch of currentVertex
edgeheap.insert(edge(currentVertex, ch)) }}

Figure 4: Thealgorithm ordering the genes.

in S are much more coherent to their parents in the attraction tree
than the genes in the precedent subsequence of .S do, then it may
strongly suggest that S is the starting segment of a group of co-
expressed genes. Remember that in the constructions of attraction
tree and index list, co-expressed genes are located in subtrees and
thus are arranged as neighborsin theindex list. Thisistheintuition
of the design of coherent pattern index.

Then, the problem becomes how to find those probes, the short
subsequences of genes at the beginning of the groups of co-expressed
genes. In the similarity curve, the similarity between a gene and
its parent is plotted. For a gene g; in an index list g1 - - - g, let
Sim(g;) beg;’ssimilarity valuein thesimilarity curve. Sim(g;) =
0if (¢ < 1) or (¢ > n). Let p be the minimum size of probe as a
parameter. For each gene g; in the index list g1 - - - gn, We define
the coherent pattern index C P1(g;) asfollows.

CPI(g:)) =Y _ Sim(git;) — Y _ Sim(gi—;) ®)
i=1 =0

Intuitively, ahigh coherent pattern index value indicates a strong
potential that the geneisthe starting one of agroup of co-expressed
genes. The graph plotting the coherent pattern index values with
respect to the index list is called the coherent pattern index graph.

Thevalleysin the similarity curve correspond to the sharp pulses
in the coherent pattern index graph. In particular, from the above
definition, thefirst (p — 1) genesin the index list always bring the
first sharp pulse.

Figure 5 is the coherent pattern index graph for lyer's data with
p = 5. The coherent pattern index graph indicates the existence of
coherent patterns clearly.

1 T T T T T

- pattern 1
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o
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Figure 5: The coherent pattern index graph for the lyer’sdata

3.3 Drilling down to Subgroups

From Figure 5, we can immediately tell that there are 5 major
coherent patterns in the data set. However, can we further investi-
gate the groups of co-expressed genes following the coherent pat-
terns and identify subgroups of co-expressed genes that follow any
derivation patterns?
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Figure 6: The coherent pattern index graph for a subset of
genesin the lyer'sdata set

Suppose a user accepts the 5 major coherent patterns reported
by the system and click on the corresponding peaks in the coherent
pattern index graph. The system will split the attraction tree T" for
the whole data into 5 exclusive attraction subtrees. Each subtree
corresponds to one coherent pattern and the genes following that
coherent pattern are gathered in that subtree. Therefore, the original
data set is partitioned into 5 subsets accordingly.

Suppose auser now selectsthefirst subset of genes D (asshown
in Figure 5) and wantsto zoom in D; . Figure 6 showsthe local co-
herent pattern index graph for the selected subset of genes. Please
note that Figure 6 is not simply extracted from Figure 5 with a
higher resolution. Instead, we collect D; from the attraction tree
such that genes following the coherent pattern are selected. Then,
the attraction tree, the index list and the coherent pattern index
graph are generated, respectively. Only the genes in the selected
subset are considered. The user can specify local parameters (e.g.,
o) for computing the influence and density in the subset of genes.

According to the influence function (Equation 3), a smaller o
will boost the relative influence of a gene to its neighborhood. A
detailed discussion on the effect of o on the influence calculation
can be found in [6]. We use the standard deviation of the pairwise
distance between genes as 0. When the data set is split into smaller
subsets, the standard deviation will decrease. To lower the compu-
tational cost, we use a small sample of the data set to approximate
the standard deviation.

4. PERFORMANCE EVALUATION

We implemented and tested our approach on both rea world
gene expression data and synthetic data. The system is imple-
mented in Java. The tests are conducted on a Sun Ultra 10 work
station with a 440MHz CPU and 256 MB main memory.

We compared our method to some state-of-the-art methods, in-
cluding Optics [8], CAST [2], CLICK [9] and Adapt [5]. We
implemented Optics and CAST according to the related research
papers. For CAST, we run the algorithm with various settings
of parameter ¢ (the affinity threshold) and chose the result which
matches the ground truth best. CLICK is downloaded from http:
IIwww.cs.tau.ac.il/~rshamir/expander/expander.html. We used the
default parameter set in the algorithm. Adapt has aweb interface at
http://www.esat.kuleuven.ac.be/~thijs/Work/Clustering.html. We
set the minima number of genes in a cluster to 5 and the mini-
mal probability of a gene belonging to a cluster to the default value
0.95.

We conducted extensive tests on three typical real data sets: the
lyer's data set, the Cho’s data set and the CDC28 data set.

2lyer et al. monitored the expression levels of 8,600 distinct human
genesduring a12 point time-series of serum stimulation [7]. Genes
whose expression levels change significantly during the time-series
were selected for cluster analysis. Only 517 genes survived af-

We developed an integrated environment, GeneXplorer, for in-
teractive exploration of gene expression data. We apply GeneX-
plorer on al thethreereal datasets. For each data set, GeneXplorer
identifies most of the coherent expression patternswith better qual-
ity than the other methods. Limited by space, here we only report
the interactive exploration process on the lyer’s data set.

Figure 7 illustrates the exploration process. At the beginning, the
coherent pattern index graph for the whole data set indicates five
“major” coherent expression patterns. Suppose the user accepts
the indication and asks the system to split the data set accordingly.
Then the user can find some subsets already show some coherent
patterns (e.g., the 2"¢ and the 4" subsetsin the second row of the
figure) clearly, while the others need to be further investigated.

The system generates the coherent pattern index graphs for the
remaining subsets, respectively (i.e., the 1%¢, the 37¢ and the 5"
subsets in the second row of the figure). In each of the coherent
pattern index graphs for the subsets, there are multiple significant
pulses.

How should we further split the data set and explore the finer
patterns? Generally, the highest peak acts as a good signal. The
user can ask the system to split the subset according to the highest
peak in the graph. If the splitting result is not satisfying, the user
can easily “roll back” to the previous level and choose the second
highest peak to split the data set. In our experiment, we just assume
the user chooses the highest peak in each subset and split the data
set accordingly. The hierarchy extends to the third level. Such an
interactive exploration can be conducted recursively, until the user
is satisfied with the patterns and the groups of co-expressed genes.

We also compare the coherent expression patterns discovered by
our GeneXploer with the ground truth and with the results from
Adapt, CLICK and CAST. Suppose { P4, ..., P, } isthe set of co-
herent expression patterns in the ground truth and {P;, ..., P}
isthe set of coherent expression patterns discovered by one mining
method. For each pattern P; in the ground truth, we find the most
similar pattern P; from the mining results, and call P; “match” the
ground truth pattern P;. In Figure 8, we list the similarity between
the patternsin the ground truth and the matching patterns from var-
ious methods. We highlight with bold font the ground truth coher-
ent expression patterns which are “matched” with similarity value
above 0.9. The numbers in the parenthesis in the first row are the
number of coherent patterns returned by each method.

Theresultsclearly showsthat GeneXplorer discovers most of the
patterns in the ground truth in the lyer’'s data set, and outperforms
all other methods. In particular, Pattern 5 in the ground truth is
only matched by GeneXplorer with a high similarity value. Fur-

ter the significance test. In [4], the authors listed 10 co-expressed
gene groups and the corresponding coherent patterns. We use the
above list as the ground truth to test and compare the performance
of our approach and other algorithms. Cho et a. [3] reported
the genome-wide 6,220 mRNA transcript levels during the cell
cycle (sampled at 16 time instants within roughly 2 cell cycles)
of the budding yeast S. cerevisiae (CDC28 data set). Cell-cycle-
dependent periodicity was found in 416 genes out of the 6,200
monitored ones. Among the 416 cell-cycle correlated genes, 386
genes have expression levels peaking at one of the following five
phases: the early G:1 phase, the late G phase, the S phase, the
G- phase and the M phase, while the other 30 genes have ex-
pression levels peaking at multiple phases. All of the cell-cycle
correlated genes, together with their peaking phases, are listed
at http://171.65.26.52//yesst cell cycle/functional _categories.html.
Therefore, the 386 genes naturaly form five groups of co-
expressed genes and follow five coherent expression patterns. We
use this data set (Cho's data set) to test whether those 5 cell-cycle
correlated patterns can be discovered by our approach and the other
algorithms.



Figure 7: The hierarchy of co-expressed gene groupsin the lyer’s data set

[ Pattern | GeneXplorer (9) | Adapt (11) [ CLICK (7) [ CAST (9) |

1 0.993 0.956 0.884 0.955
2 0.957 0.911 0.991 0.887
3 0.984 0.993 0.994 0.997
4 0.980 0.984 0.883 0.968
5 0.958 0.855 0.868 0.855
6 0.952 0.989 0.970 0.984
7 0.967 0.976 0.990 0.719
8 0.991 0.997 0.914 0.999
9 0.702 0.824 0.844 0.800
10 0.974 0.981 0.976 0.996

Figure 8: Coherent patterns discovered in the lyer’s data set by dif-
ferent approaches

thermore, the only pattern in the ground truth (pattern 9) that Gen-
eXplorer misses (matched with a low similarity value) cannot be
matched with a high similarity value by any other method, either.
The reason is that it is too similar to pattern 6 and thus hard to be
distinguished.

We also tested the effect of the probe size and the scalability of
our method, and compared it with Opitcs. The results show that
our method isinsensible to the setting of probe size, and is scalable
w.r.t. the number of genes. The index list is also more effective
than the reachability-plot by Optics. Limited by space, we omit the
details here.

5. CONCLUSIONS

In this paper, we studied the problem of effectively mining co-
herent patterns from time-series gene expression data by proposing
an interactive exploration framework. We developed a novel inter-
active exploration tool, coherent pattern index graph, to give users
highly confident indications of the existence of coherent patterns.
To derive a coherent pattern index graph, we devised an attraction
tree structure to record the genes in the data set which summarizes
the information needed for the interactive exploration. Our exper-
imental study strongly shows that our approach is more effective
than the state-of-the-art methods in mining real gene expression
data, and is scalable in mining large data sets.
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