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Abstract. Debt detection is important for improving payment accu-
racy in social security. Since debt detection from customer transactional
data can be generally modelled as a fraud detection problem, a straight-
forward solution is to extract features from transaction sequences and
build a sequence classifier for debts. The existing sequence classification
methods based on sequential patterns consider only positive patterns.
However, according to our experience in a large social security applica-
tion, negative patterns are very useful in accurate debt detection. In this
paper, we present a successful case study of debt detection in a large
social security application. The central technique is building sequence
classification using both positive and negative sequential patterns.

Keywords: sequence classification, negative sequential patterns.

1 Introduction and Application Background

Centrelink Australia (http://www.centrelink.gov.au) is a Commonwealth
Government agency delivering a wide range of services to the Australian com-
munity. It is one of the largest data intensive applications in Australia. For
example, in financial year 2004-2005 (from 1 July 2004 to 30 June 2005), Cen-
trelink distributes approximately 63 billion dollars in social security payments
to 6.4 million customers, makes 9.98 million individual entitlement payments,
and records 5.2 billion electronic customer transactions [5].

Qualification for payment of an entitlement is assessed against a customer’s
personal circumstance. If all criteria are met, the payment to a customer contin-
ues until a change of the customer’s circumstance precludes the customer from
obtaining further benefit. However, for various reasons, customers on benefit
payments or allowances sometimes get overpaid. The overpayments collectively
lead to a large amount of debt owed to Centrelink. For instance, in financial year
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2004-2005, Centrelink raised over $900 million worth of customer debts (exclud-
ing Child Care Benefits and Family Tax Benefits) [5]. To achieve high payment
accuracy, detection of debts is one of the most important tasks in Centrelink.
Centrelink uses a number of processes to determine customers at risk of incur-
ring a debt, however, the processes used only find a certain types of debts, for
example, earnings-related debts. Another problem is that processes are applied
to all customers, so a lot of time and efforts are spent on customers who are
subsequently identified as being non-debtors. In this paper, we discuss our case
study of debt detection in Centrelink using data mining techniques.

Debt detection can be generally modelled as a fraud detection problem. There-
fore, we can adopt a classification approach. All transactions about a customer
form a transaction sequence. If no debt happens to a customer, the sequence is
labelled as normal (i.e., no-debt). If a debt happens to a customer, the corre-
sponding customer sequence is labelled as debt. We can collect a training set
containing both no-debt and debt sequences and learn a sequence classifier. The
classifier can then be applied to new customer sequences to detect possible debts.

A classifier needs to extract features for classification. Since sequences are the
data objects in debt detection, it is natural to use sequential patterns, i.e., sub-
sequences that are frequent in customer sequences, as features. The traditional
techniques for sequential pattern based classifiers consider only positive patterns,
which capture a set of positively correlated events. Moreover, to detect debt at
an early stage and prevent debt occurrence, a classification model is needed
to predict the likelihood of debt occurrence based on the transactional activity
data. Nevertheless, to the best of our knowledge, there are no techniques for
building classifiers based on negative sequential patterns like A — =B, -A — B
and A — B, where A and B and sequential patterns.

To tackle the above problems, based on our previous work on negative sequen-
tial patterns [27)28], we designed a new technique, sequence classification using
both positive and negative patterns, to build sequence classifiers with relation-
ship between activity sequences and debt occurrences. The contributions of this
paper are:

— A new technique of sequence classification using both positive and negative
sequential patterns; and

— An application in social security, demonstrating: 1) the effectiveness of our
previous technique on negative sequential pattern mining to find both pos-
itive and negative sequential patterns; and 2) the effectiveness of our new
technique on sequence classification using both positive and negative sequen-
tial patterns.

The rest of this paper is organized as follows. Our proposed technique of sequence
classifiers using both positive and negative sequential patterns is described in
Section 2. An application of the above technique in social security is presented
in Section 3. Section 4 presents the related work on negative sequential pattern
mining, sequence classification and existing systems and applications for fraud
detection. Section 5 concludes this paper.
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2 Sequence Classification Using Both Positive and
Negative Sequential Patterns

From the data mining perspective, sequence classification is to build classifiers
using sequential patterns. To the best of our knowledge, all of the existing se-
quence classification algorithms use positive sequential patterns only. However,
the sequential patterns negatively correlated to debt occurrence are very im-
portant in debt detection. In this section, we first introduce negative sequential
patterns and then propose a novel technique for sequence classification using
both negative and positive sequential patterns.

2.1 Negative Sequential Patterns

Traditional sequential pattern mining deals with positive correlation between se-
quential patterns only, without considering negative relationship between them.
To find negative relationship in sequences, we previously designed a notion of
negative sequential rules [27I28] as follows.

Definition 1. A negative sequential rule (NSR) is in the form of A — —B,
—-A — B or mA — =B, where A and B are sequential patterns.

Based on the above definition, there are four types of sequential rules, including
the tradition positive sequential rules (see Type I).

— Type I: A — B, which means that pattern A is followed by pattern B;

Type II: A — =B, which means that pattern A is not followed by pattern

B;

— Type III: =A — B, which means that if pattern A does not appear, then
pattern B will occur; and

— Type IV: =A — =B, which means that if pattern A does not appear, then
pattern B will not occur.

For types III and IV whose left sides are the negation of a sequence, there is no
time order between the left side and the right side. Note that A and B themselves
are sequential patterns, which make them different from negative association
rules. The supports, confidences and lifts of the above four types of sequential

Table 1. Supports, Confidences and Lifts of Four Types of Sequential Rules

Rules Support Confidence Lift
P(AB) P(AB)
I A=B  rap P(A) P(A)P(B)
P(A)—P(AB) P(A)—P(AB)
II A— =B P(A)-P(AB) P(A) POA)Y(1—P(B))
P(B)—P(A&B) P(B)—P(A&B)
III -A — B P(B)-P(A&B) - P(A) P(B)(1—P(A))

1—P(A)—P(B)+P(A&B) 1—P(A)—P(B)+P(A&B)

IV —=A — =B 1-P(A)-P(B)+P(A&B) 1—P(A) (1= P(A))(1-P(B))
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rules are shown in Table [Il In the table, P(A&B) denotes the probability of
the concurrence of A and B in a sequence, no matter which one occurs first, or
whether they are interwoven with each other.

2.2 Sequence Classification

Let S be a sequence dataset and 7 be a finite set of class labels. A sequence
classifier is a function

F:S§—-T. (1)

In sequence classification, a classifier F is built with frequent classifiable sequen-
tial patterns P.

Definition 2. A Classifiable Sequential Pattern (CSP) is in the form of p, — T,
where T is a class ID and p, is a frequent pattern in the sequence dataset S.

The support of a sequential pattern p, is the proportion of sequences contain-
ing p,, and a sequential pattern is frequent in a dataset if its support in the
dataset exceeds a user-specified minimum support threshold. Based on the mined
sequential patterns, a sequence classifier can be formulized as

F:8 T, (2)

where P is a set of classifiable sequential patterns. That is, for each sequence
s € §, F predicts the target class label of s based on the sequence classifier built
using the classifiable sequential pattern set P. A sequence instance s is said to
be covered by a classifiable sequential pattern p (p € P) if s contains p,, the
antecedent of p.

2.3 Discriminative Sequential Patterns

Given a sequence dataset S and a set of target classes 7, a number of frequent
classifiable sequential patterns need to be discovered for building a sequence
classifier. The conventional algorithms use only positive sequential patterns to
build classifiers. However, negative sequential patterns can also contribute to
classification. To achieve better classification results, we use both negative and
positive sequential patterns to build classifiers. Furthermore, instead of using
the complete set of frequent patterns, we select a small set of discriminative
classifiable sequential patterns according to Class Correlation Ratio (CCR) [22].

CCR measures how much a sequential pattern p, is correlated with the target
class 7 compared to the negative class —7. Based on the contingency table (see
Table 2)), CCR is defined as

CCR(py — 1) = =

corr(pg — —T)

3)

corr(pg — T) a-(c+d)
c
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Table 2. Feature-Class Contingency Table

Pa “Pa Z
T a b a+b
T c d c+d

> a+c b+d n=a+b+c+d

where corr(p, — 7) is the correlation between p, and the target class 7, defined

as
. oy sup(pa UT) _ a-n
=T up(pa) - sup(r) ~ (at o) (a+b) W
CCR falls in [0,+00). CCR = 1 means that the antecedent is independent of
the target class. CCR < 1 indicates that the antecedent is negatively correlated
with the target class, while CCR > 1 suggests a positive correlation between
them.
In order to use the mined classifiable sequential patterns to build a classi-
fier, we need to rank the patterns according to their capability to make correct
classification. The ranking is based on a weighted score

CCR, if CCR > 1
We=1< cop, f0<CCR<1, (5)
M, if CCR=0

where M is the maximum W; of all rules where CCR # 0.

2.4 Building Sequence Classifiers

Our algorithm for building a sequence classifier with both positive and negative
sequential patterns is composed of five steps.

1) Finding negative and positive sequential patterns using a negative sequential
pattern mining algorithm, such as our previous techniques [2728§].

2) Calculating the frequency, chi-square and CCR of every classifiable sequen-
tial pattern, and only those patterns meeting support, significance (measured
by chi-square) and CCR criteria are extracted into the classifiable sequential
pattern set P.

3) Pruning patterns in the obtained classifiable sequential pattern set with the
pattern pruning algorithm in [I3]. The only difference is that, in our algo-
rithm, CCR, instead of confidence, is used as the measure for pruning.

4) Conducting serial coverage test by following the ideas in [I5JI3]. The patterns
which can correctly cover one or more training samples in the test are kept
for building a sequence classifier.

5) Ranking selected patterns with Wy and building the classifier as follows.
Given a sequence instance s, all the classifiable sequential patterns covering
s are extracted. The sum of the weighted score corresponding to each target
class is computed and then s is assigned with the class label corresponding
to the largest sum.
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Table 3. Examples of Activity Transaction Data

Person ID  Activity Code Activity Date Activity Time

Kokkokokok()()9 DOC 20/08/2007 14:24:13
A FFK()()9 RPT 20/08/2007 14:33:55
Kokkokokok()()9 DOC 05/09/2007 10:13:47
*AFHK()()9 ADD 06,/09/2007 13:57:44
Kokkokokok()()9 RPR 12/09/2007 13:08:27
A FFK()()9 ADV 17,/09/2007 10:10:28
Kokkokokok()()9 REA 09/10/2007 07:38:48
KR AAK() ()9 DOC 11/10/2007 08:34:36
Kokkokokok()()9 RCV 11/10/2007 09:44:39
A FAK()()9 FRV 11/10/2007 10:18:46
A FAK()()9 AAI 07/02/2008 15:11:54

3 A Case Study

Our technique was applied in social security to study the relationship between
transactional activity patterns and debt occurrences and build sequence classi-
fiers for debt detection.

3.1 Data

The data we used is the debt and activity transactions of 10,069 Centrelink
customers from July 2007 to February 2008. In Centrelink, every single contact
(e.g., because of a circumstance change) of a customer may trigger a sequence of
activities running. As a result, large volumes of activity based transactions are
recorded in an activity transactional database. In the original activity transac-
tional table, each activity has 35 attributes, and we selected four of them which
are related to this study. These attributes are “Person ID”, “Activity Code”,
“Activity Date” and “Activity Time”, as shown in Table[Bl We sorted the activ-
ity data according to “Activity Date” and “Activity Time” to construct activity
sequences. The debt data consists of “Person ID” and “Debt Transaction Date”.

There are 155 different activity codes in the sequences. Different from super-
market basket analysis, every transaction in the application is composed of one
activity only. The activities in four months before a debt were believed by do-
main experts to be related to the debt occurrence. If there were no debts for a
customer during the period from July 2007 to February 2008, the activities in
the first four months were taken as a sequence associated with no debts. After
data cleaning and preprocessing, there are 15,931 sequences constructed with
849,831 activity records in this case study.



654 Y. Zhao et al.

Table 4. Selected Positive and Negative Sequential Rules

Type Rule Support Confidence Lift
REA ADV ADV—DEB 0.103 0.53 2.02

DOC DOC REA REA ANO—DEB 0.101 0.33 1.28

RPR ANO—DEB 0.111 0.33 1.25

I RPR STM STM RPR—DEB 0.137 0.32 1.22
MCV—DEB 0.104 0.31 1.19

ANO—DEB 0.139 0.31 1.19

STM PYI—-DEB 0.106 0.30 1.16

STM PYR RPR REA RPT— —DEB 0.166 0.86 1.16
MND— -DEB 0.116 0.85 1.15

STM PYR RPR DOC RPT— —-DEB 0.120 0.84 1.14

11 STM PYR RPR REA PLN— —-DEB 0.132 0.84 1.14
REA PYR RPR RPT— —-DEB 0.176 0.84 1.14

REA DOC REA CPI— —-DEB 0.083 0.83 1.12

REA CRT DLY— —-DEB 0.091 0.83 1.12

REA CPI— —-DEB 0.109 0.83 1.12

-{PYR RPR REA STM}—DEB 0.169 0.33 1.26

-{PYR CCO}—DEB 0.165 0.32 1.24

—-{STM RPR REA RPT}—DEB 0.184 0.29 1.13

III —-{RPT RPR REA RPT}—DEB 0.213 0.29 1.12
-{CCO RPT}—DEB 0.171 0.29 1.11

-{CCO PLN}—DEB 0.187 0.28 1.09

-{PLN RPT}—DEB 0.212 0.28 1.08

-{ADV REA ADV}— —-DEB 0.648 0.80 1.08

-{STM EAN}— -DEB 0.651 0.79 1.07

v -{REA EAN}— —-DEB 0.650 0.79 1.07
-{DOC FRV}— -DEB 0.677 0.78 1.06

-{DOC DOC STM EAN}— -DEB 0.673 0.78 1.06
-{CCO EAN}— -DEB 0.681 0.78 1.05

3.2 Results of Negative Sequential Pattern Mining

Our previous technique on negative sequential rules [28] was used to find both
positive and negative sequential patterns from the above data. By setting the
minimum support to 0.05, that is, 797 out of 15,931 sequences, 2,173,691 patterns
were generated and the longest pattern has 16 activities. From the patterns,
3,233,871 positive and negative rules were derived. Some selected sequential rules
are given in Table @ where “DEB” stands for debt and the other codes are
activities. The rules marked by “Type I” are positive sequential rules, while
others are negative ones.

3.3 Evaluation of Sequence Classification

The performance of the classifiers using both positive and negative sequential
patterns were tested and compared with the classifiers using positive patterns
only.

In the discovered rules shown in Table ], generally speaking, Type I rules are
positive patterns and all the other three types are negative ones. However, in
the binary classification problem in our case study, A — —DEDB can be taken
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as a positive rule A — ¢, where co denotes “no debt”. Therefore, we treated
Type I and Type II patterns as positive and Type III and Type IV as negative.
That is, in the results shown in Tables[BHI, the traditional classifiers (labelled as
“Positive”) were built using both Type I and II rules, while our new classifiers
(labelled as “Neg& Pos”) were built using all four types of rules. However, in
applications where there are multiple classes, Type II rules are negative.

By setting the minimum support to 0.05 and 0.1, respectively, we got two
sets of sequential patterns, “PS05” and “PS10”. The numbers of the four types
of patterns are shown in Table Bl There are 775,175 patterns in “PS10” and
3,233,871 patterns in “PS05”. It is prohibitively time consuming to do coverage
test and build classifiers on so large sets of patterns. In this experiment, we
ranked the patterns according to Ws. Then, we extracted the top 4,000 and
8,000 patterns from “PS05” and “PS10” and referred to them as “PS05-4K”,
“PS05-8K”, “PS10-4K” and “PS10-8K”, respectively.

After that, two groups of classifiers were built. The first group, labelled as
“Neg& Pos”, were built with both negative and positive patterns (i.e., all four
types of rules), and the other group, labelled as “Positive”, were built with posi-
tive patterns (i.e., Type I and II rules) only. In order to compare the two groups
of classifiers, we selected various numbers of patterns from the ones passing cov-
erage test to build the final classifiers and the results are shown in Tables[GHIl In
the four tables, the first rows show the number of patterns used in the classifiers.
In Tables [§l and [0 some results are not available for pattern number as 200 and
300, because there are less than 200 (or 300) patterns remaining after coverage
test.

From the four tables, we can see that, if built with the same number of rules,
in terms of recall, our classifiers built with both positive and negatives rules
outperforms traditional classifiers with only positive rules under most conditions.
It means that, with negative rules involved, our classifiers can predict more debt
occurrences.

As shown by the results on “PS05-4K” in Table[l our classifiers is superior to
traditional classifiers with 80, 100 and 150 rules in recall, accuracy and precision.

From the results on “PS05-8K” shown in Table[7] we can see that our classifiers
with both positive and negatives rules outperforms traditional classifiers with
only positive rules in accuracy, recall and precision in most of our experiments.
Again, it also shows that the recall is much improved when negative rules are
involved.

As shown by Tables § and [@ our classifiers have higher recall with 80, 100
and 150 rules. Moreover, our best classifier is the one with 60 rules, which has
accuracy=0.760, specificity=0.907 and precision=0.514. It is better in all the
three measures than all traditional classifiers given in the two tables.

One interesting thing we found is that, the number of negative patterns used
for building our classifiers is very small, compared with that of positive pat-
terns (see Table[I0). Especially for “PS05-4K” and “PS05-8K”, the two pattern
sets chosen from the mined patterns with minimum support=0.05, there are re-
spectively only 4 and 7 negative patterns used in the classifiers. However, these
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Table 5. The Number of Patterns in PS10 and PS05

PS10 (min sup =0.1 ) PS05 (min sup = 0.05)
Number  Percent(%) Number Percent(%)

Type I 93,382 12.05 127,174 3.93
Type Il 45,821 591 942,498 29.14
Type III 79,481 10.25 1,317,588 40.74
Type IV 556,491 7179 846,611 26.18
Total 775,175 100 3,233,871 100

Table 6. Classification Results with Pattern Set PS05-4K

Pattern Number 40 60 80 100 150 200 300
Recall 438 416 .286 .281 .422 492 .659
Precision .340 .352 .505 .520 .503 .474 .433

Neg&Pos
Accuracy .655 .670 .757 .761 .757 .742 .705
Specificity .726 .752 .909 .916 .865 .823 .720
Recall 130 .124 141 135 .151 400 .605
. Precision .533 .523 .546 .472 491 490 .483
Positive

Accuracy .760 .758 .749 752 .754 .752 .745
Specificity .963 .963 .946 .951 .949 .865 .790

several negative patterns do make a difference when building classifiers. Three
examples of them are given as follows.

— =ADV — -DEB (CCR=1.99, conf=0.85)
— —~(STM,REA, DOC) — ~DEB (CCR=1.86, conf=0.84)
— =(RPR,DOC) — -DEB (CCR=1.71, conf=0.83)

Some examples of other rules used in our classifiers are

— STM,RPR,REA, EAD — DEB (CCR=18.1)
— REA,CCO,EAD — DEB (CCR=17.8)
— CCO,MND — ~DEB (CCR=2.38)

4 Related Work

Our study is related to the previous work on negative sequential pattern mining,
sequence classification and fraud/intrusion detection. In this section, we review
the related work briefly.
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Table 7. Classification Results with Pattern Set PS05-8K

Pattern Number 40 60 80 100 150 200 300
Recall .168 .162 .205 .162 .173 .341 .557
Precision .620 .652 .603 .625 .615 .568 512

Neg&Pos
Accuracy 771 .774 .773 .771 771 .775 .762
Specificity .967 .972 956 .969 .965 .916 .829
Recall 141 103 .092 .092 .108 .130 .314
.. Precision .542 .576 .548 .548 .488 480 .513
Positive

Accuracy 761 762 760 .760 .754 .753 .760
Specificity .962 .976 976 976 .963 .955 .904

Table 8. Classification Results with Pattern Set PS10-4K

Pattern Number 40 60 80 100 150
Recall 0 303 .465 .535 .584
Precision 0 514 360 .352 .362

Negé&Pos
Accuracy .756 .760 .667 .646 .647
Specificity 1 .907 .733 .682 .668
Recall 373 319 254 216 .319
. Precision .451 421 .435 .430 .492
Positive

Accuracy .736 .727 .737 .738 .753
Specificity .853 .858 .893 .907 .893

Table 9. Classification Results with Pattern Set PS10-8K

Pattern Number 40 60 80 100 150 200
Recall 0 .303 .465 .535 .584 N/A
Precision 0 514 360 .352 .362 N/A

Negé&Pos
Accuracy .756 .760 .667 .646 .647 N/A
Specificity 1 907 733 682 .668 N/A
Recall 459 427 400 .378 281 .373
. Precision .385 .397 430 .438 .464 .500
Positive

Accuracy .688 .701 .724 729 .745 .756
Specificity .762 .790 .829 .843 .895 .879

Table 10. The Number of Patterns in the Four Pattern Sets

Pattern Set PS10-4K PS10-8K PS05-4K PS05-8K

Type I 2,621 5,430 1,539 1,573
Type 11 648 1,096 2,457 6,420
Type 111 2 5 0 0
Type IV 729 1,469 4 7

Total 4,000 8,000 4,000 8,000



658 Y. Zhao et al.

4.1 Negative Sequential Pattern Mining

Since sequential pattern mining was first proposed in [I], a few sequential meth-
ods have been developed, such as GSP (Generalized Sequential Patterns) [19],
FreeSpan [§], PrefixSpan [17], SPADE [26] and SPAM [2]. Most of the sequential
pattern mining algorithms focus on the patterns appearing in the sequences,
i.e., the positively correlated patterns. However, the absence of some items in se-
quences may also be interesting in some scenarios. For example, in social welfare,
the lack of follow-up examination after the address change of a customer may re-
sult in overpayment to him/her. Such kind of sequences with the non-occurrence
of elements are negative sequential patterns. Only several studies look at this
issue.

Sun et al. [20] proposed negative event-oriented patterns in the form of —=P KR e,
where e is a target event, P is a negative event-oriented pattern, and the occurrence
of P is unexpectedly rare in T-sized intervals before target events. P is supposed
to be an “existence pattern” (i.e., a frequent itemset without time order), instead
of a sequential pattern, though it is claimed that the discussion can be extended
to sequential patterns.

Bannai et al. [3] proposed a method for finding the optimal pairs of string
patterns to discriminate between two sets of strings. The pairs are in the form
of p Aq or p' V¢, where p’ is either p or —p, ¢’ is either g or —¢, and p and ¢
are two substrings. Their concern is whether p and ¢ appear in a string s.

Ouyang and Huang [I6] proposed the notion of negative sequences as (A, ~B),
(=A, B) and (—A, ~B). Negative sequential patterns are derived from infrequent
sequences. A drawback is that both frequent and infrequent sequences have to
be found at the first stage, which demands a large amount of space.

Lin et al. [14] designed an algorithm NSPM (Negative Sequential Patterns
Mining) for mining negative sequential patterns. In their negative patterns, only
the last element can be negative, and all other elements are positive.

4.2 Sequence Classification

Classification on sequence data is an important problem. A few methods have
been developed.

Wu et al. [23] proposed a neural network classification method for molecular
sequence classification. The molecular sequences are encoded into input vectors
of a neural network classifier, by either an n-gram hashing method or a SVD
(Singular Value Decomposition) method.

Chuzhanova et al. [6] proposed to use Gamma (or near-neighbour) test to
select features from [-grams over the alphabet. The method was used to clas-
sify the large subunits rRNA, and the nearest-neighbour criterion was used to
estimate the classification accuracy based on the selected features.

Lesh et al. [T1] used sequential patterns as features in classification. Sequence
mining is first employed to find sequential patterns correlated with the target
classes, and then the discovered patterns are used as features to build classifiers
with standard classification algorithms, such as Naive Bayes. Their experimental
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results show that using sequential patterns as features can improve the accuracy
substantially. Compared to our work, they did not consider negative sequential
patterns.

Tseng and Lee [2I] designed algorithm CBS (Classify-By-Sequence) for clas-
sifying large sequence data sets. Sequential pattern mining and probabilistic in-
duction are integrated for efficient extraction of sequential patterns and accurate
classification.

Li and Sleep [12] proposed a robust approach to sequence classification, where
n-grams of various lengths are used to measure the similarity between sequences,
a modified LZ78 algorithm is employed for feature selection, and a Support
Vector Machine (SVM) is used as the classifier.

A discriminatively trained Markov Model (MM(k-1)) for sequence classifica-
tion was proposed by Yakhnenko et al. [25]. Their experimental results show
that their classifiers are comparable in accuracy and more efficient than Support
Vector Machines trained by k-gram representations of sequences.

Lei and Govindaraju [10] proposed to use an intuitive similarity measure,
ER?, for multi-dimensional sequence classification based on SVM. The measure
is used to reduce classification computation and speed up the decision-making
of multi-class SVM.

Exarchos et al. [7] proposed a two-stage methodology for sequence classifi-
cation based on sequential pattern mining and optimization. In the first stage,
sequential pattern mining is used and a sequence classification model is built
based on the extracted sequential patterns. Then, weights are applied to both
sequential patterns and classes. In the second stage, the weights are tuned with
an optimization technique to achieve optimal classification accuracy.

Xing et al. [24] studied the problem of early prediction using sequence classi-
fiers. The prefix of a sequence as short as possible is used to make a reasonably ac-
curate prediction. They proposed a sequential classification rule method to mine
sequential classification rules, which are then selected by an early-prediction
utility measure. Based on the selected rules, a generalized sequential decision
tree method is used to build a classification model with a divide-and-conquer
strategy.

In all the above studies, no negative sequential patterns are considered.

4.3 Fraud/Intrusion Detection

Some applications similar to debt detection are fraud detection, terrorism detec-
tion, financial crime detection, network intrusion detection and spam detection.
Different from transactional fraud detection which attempts to classify a transac-
tion or event as being legal or fraud, our techniques try to predict the likelihood
of a customer being fraud based on his past activities. It is at customer level
instead of transaction level.

Bonchi et al. [4] proposed a classification-based methodology for planning au-
dit strategies in fraud detection and presented a case study on illustrating how
classification techniques can be used to support the task of planning audit strate-
gies. The models are constructed by analysing historical audit data. Then, the



660 Y. Zhao et al.

models are used to plan effectively future audits for the detection of tax evasion.
A decision tree algorithm, C5.0, was used in their case study. Although the tar-
get problem is similar to ours, the data used is different. We used transactional
data which records activities related to customers. Because the time order in ac-
tivities is important for predicting debt occurrences, sequence classifiers instead
of decision trees are used in our application.

Rosset et al. [18] studied the fraud detection in telecommunication and pre-
sented a two-stage system based on C'4.5 to find fraud rules. They adapted the
C4.5 algorithm for generating rules from bi-level data, i.e., customer data and
behaviour-level data. However, the behaviour data they used is the statistics in
a short time frame, such as the number of international calls and total dura-
tion of all calls in a day, which is different from the sequential patterns in our
techniques.

Julisch and Dacier [9] used techniques of episode rules and conceptual clus-
tering to mine historical alarms for network intrusion detection. Their episode
rules are designed to predict the occurrence of certain alarms based on other
alarms. Negative sequential patterns are not taken into account in their model.

5 Conclusions and Discussion

We presented a new technique for building sequence classifiers with both posi-
tive and negative sequential patterns. We also presented an application for debt
detection in the domain of social security, which shows the effectiveness of the
proposed technique.

A limitation of our proposed technique is that an element in a sequence is
assumed to be a single event, which is based on the transaction data in this
application in social security. However, in other applications, an element may be
composed of multiple items. Therefore, to extend our techniques to such general
sequence data will be part of our future work.

Another limitation is that time constraints are only partly considered in our
techniques. What we did is setting the time window so that a pattern is less
than 4 months, based on domain experts’ suggestions. Nevertheless, we have
not set any other time constraints, such as the time interval between adjacent
elements. In other applications, it may be interesting to find patterns with the
above constraints and use them to build sequence classifiers.

A third limitation is that, in real world applications, there are different costs
with correct predictions, false positives and false negatives, and it will be more
fair and more useful when measuring the performance of classifiers by taking
the above costs into consideration. We are currently in the progress of the above
work.

In our future work, we will also use time to measure the performance of
our classifiers, because it is desirable in real-world applications to predict debt
occurrences as early as possible. Using time to measure the utility of negative
patterns and to build sequence classifiers for early detection will be part of our
future work.
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Last but not least, patterns in data may keep changing as time goes on,
and the learned patterns and the built classifiers may become out-of-date. New
labelled data (e.g., new debts) from oncoming data can be used to improve the
classifiers. Therefore, it is imperative to build an adaptive online classifier which
can adapt itself to the changes in new data.

Acknowledgments

This work was supported by the Australian Research Council (ARC) Linkage
Project LP0775041 and Discovery Projects DP0667060 & DP0773412, and by the
Early Career Researcher Grant from University of Technology, Sydney, Australia.

We would like to thank Mr. Peter Newbigin and Mr. Brett Clark from Business
Integrity Review Operations Branch, Centrelink, Australia for their support of
domain knowledge and helpful suggestions.

References

1. Agrawal, R., Srikant, R.: Mining sequential patterns. In: Proc. of the 11th Inter-
national Conference on Data Engineering, Taipei, Taiwan, 1995, pp. 3-14. IEEE
Computer Society Press, Los Alamitos (1995)

2. Ayres, J., Flannick, J., Gehrke, J., Yiu, T.: Sequential pattern mining using a
bitmap representation. In: KDD 2002: Proc. of the 8¢h ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, pp. 429-435. ACM,
New York (2002)

3. Bannai, H., Hyyro, H., Shinohara, A., Takeda, M., Nakai, K., Miyano, S.: Find-
ing optimal pairs of patterns. In: Jonassen, 1., Kim, J. (eds.) WABI 2004. LNCS
(LNBI), vol. 3240, pp. 450-462. Springer, Heidelberg (2004)

4. Bonchi, F., Giannotti, F., Mainetto, G., Pedreschi, D.: A classification-based
methodology for planning audit strategies in fraud detection. In: Proc. of the 5th
ACM SIGKDD International Conference on Knowledge Discovery and Data Min-
ing, San Diego, CA, USA, pp. 175-184. ACM Press, New York (1999)

5. Centrelink. Centrelink annual report 2004-2005. Technical report, Centrelink,
Australia (2005)

6. Chuzhanova, N.A., Jones, A.J., Margetts, S.: Feature selection for genetic sequence
classification. Bioinformatics 14(2), 139-143 (1998)

7. Exarchos, T.P., Tsipouras, M.G., Papaloukas, C., Fotiadis, D.I.: A two-stage
methodology for sequence classification based on sequential pattern mining and
optimization. Data and Knowledge Engineering 66(3), 467-487 (2008)

8. Han, J., Pei, J., Mortazavi-Asl, B., Chen, Q., Dayal, U., Hsu, M.-C.: Freespan:
frequent pattern-projected sequential pattern mining. In: KDD 2000: Proc. of the
6th ACM SIGKDD international conference on Knowledge discovery and data
mining, Boston, Massachusetts, USA, pp. 355-359. ACM, New York (2000)

9. Julisch, K., Dacier, M.: Mining intrusion detection alarms for actionable knowl-
edge. In: Proc. of the 8th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, Edmonton, Alberta, Canada, pp. 366-375. ACM, New
York (2002)



662

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Y. Zhao et al.

Lei, H., Govindaraju, V.: Similarity-driven sequence classification based on support
vector machines. In: ICDAR 2005: Proc. of the 8th International Conference on
Document Analysis and Recognition, Washington, DC, USA, 2005, pp. 252-261.
IEEE Computer Society, Los Alamitos (2005)

Lesh, N., Zaki, M.J., Ogihara, M.: Mining features for sequence classification. In:
KDD 1999: Proc. of the 5th ACM SIGKDD international conference on Knowledge
discovery and data mining, pp. 342-346. ACM, New York (1999)

Li, M., Sleep, R.: A robust approach to sequence classification. In: ICTAI 2005:
Proc. of the 17th IEEE International Conference on Tools with Artificial Intelli-
gence, Washington, DC, USA, pp. 197-201. IEEE Computer Society, Los Alamitos
(2005)

Li, W., Han, J., Pei, J.: Cmar: Accurate and efficient classification based on mul-
tiple class-association rules. In: ICDM 2001: Proc. of the 2001 IEEE International
Conference on Data Mining, Washington, DC, USA, pp. 369-376. IEEE Computer
Society, Los Alamitos (2001)

Lin, N.P., Chen, H.-J., Hao, W.-H.: Mining negative sequential patterns. In:
Proc. of the 6th WSEAS International Conference on Applied Computer Science,
Hangzhou, China, pp. 654658 (2007)

Liu, B., Hsu, W., Ma, Y.: Integrating classification and association rule mining.
In: KDD 1998: Proc. of the 4th International Conference on Knowledge Discovery
and Data Mining, pp. 80-86. AAAI Press, Menlo Park (1998)

Ouyang, W., Huang, Q.: Mining negative sequential patterns in transaction
databases. In: Proc. of 2007 International Conference on Machine Learning and
Cybernetics, Hong Kong, pp. 830-834. China (2007)

Pei, J., Han, J., Mortazavi-Asl, B., Pinto, H., Chen, Q., Dayal, U., Hsu, M.-C.: Pre-
fixspan: Mining sequential patterns efficiently by prefix-projected pattern growth.
In: ICDE 2001: Proc. of the 17th International Conference on Data Engineering,
Washington, DC, USA, pp. 215-224. IEEE Computer Society, Los Alamitos (2001)
Rosset, S., Murad, U., Neumann, E., Idan, Y., Pinkas, G.: Discovery of fraud
rules for telecommunications - challenges and solutions. In: Proc. of the 5th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining,
San Diego, CA, USA, August 1999, pp. 409-413 (1999)

Srikant, R., Agrawal, R.: Mining sequential patterns: Generalizations and perfor-
mance improvements. In: Apers, P.M.G., Bouzeghoub, M., Gardarin, G. (eds.)
EDBT 1996. LNCS, vol. 1057, pp. 3-17. Springer, Heidelberg (1996)

Sun, X., Orlowska, M.E., Li, X.: Finding negative event-oriented patterns in long
temporal sequences. In: Dai, H., Srikant, R., Zhang, C. (eds.) PAKDD 2004. LNCS
(LNAI), vol. 3056, pp. 212-221. Springer, Heidelberg (2004)

Tseng, V.S.-M., Lee, C.-H.: Cbs: A new classification method by using sequen-
tial patterns. In: SDM 2005: Proc. of the 2005 SIAM International Data Mining
Conference, Newport Beach, California, USA, pp. 596-600 (2005)

Verhein, F., Chawla, S.: Using significant, positively associated and relatively
class correlated rules for associative classification of imbalanced datasets. In:
ICDM 2007: Proc. of the 7th IEEE International Conference on Data Mining,
pp. 679-684 (2007)

Wu, C.H., Berry, M.W., Fung, Y.-S., McLarty, J.: Neural networks for molecular
sequence classification. In: Proc. of the 1st International Conference on Intelligent
Systems for Molecular Biology, pp. 429-437. AAAI Press, Menlo Park (1993)
Xing, Z., Pei, J., Dong, G., Yu, P.: Mining sequence classifiers for early prediction.
In: SDM 2008: Proc. of the 2008 SIAM international conference on data mining,
Atlanta, GA, USA, April 2008, pp. 644-655 (2008)



25.

26.

27.

28.

Debt Detection in Social Security by Sequence Classification 663

Yakhnenko, O., Silvescu, A., Honavar, V.: Discriminatively trained markov model
for sequence classification. In: ICDM 2005: Proc. of the 5th IEEE International
Conference on Data Mining, Washington, DC, USA, pp. 498-505. IEEE Computer
Society, Los Alamitos (2005)

Zaki, M.J.: Spade: An efficient algorithm for mining frequent sequences. Machine
Learning 42(1-2), 31-60 (2001)

Zhao, Y., Zhang, H., Cao, L., Zhang, C., Bohlscheid, H.: Efficient mining of event-
oriented negative sequential rules. In: WI 2008: Proc. of the 2008 IEEE/WIC/ACM
International Conference on Web Intelligence, Sydney, Australia, December 2008,
pp. 336-342 (2008)

Zhao, Y., Zhang, H., Cao, L., Zhang, C., Bohlscheid, H.: Mining both positive and
negative impact-oriented sequential rules from transactional data. In: Proc. of the
13th Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD
2009), Bangkok, Thailand, April 2009, pp. 656-663 (2009)



	Debt Detection in Social Security by Sequence Classification Using Both Positive and Negative Patterns
	Introduction and Application Background
	Sequence Classification Using Both Positive and Negative Sequential Patterns
	Negative Sequential Patterns
	Sequence Classification
	Discriminative Sequential Patterns
	Building Sequence Classifiers

	A Case Study
	Data
	Results of Negative Sequential Pattern Mining
	Evaluation of Sequence Classification

	Related Work
	Negative Sequential Pattern Mining
	Sequence Classification
	Fraud/Intrusion Detection

	Conclusions and Discussion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




