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Abstract

A major area of knowledge representation concerns repre-
senting and reasoning with defaults such as “birds fly”. In
this paper we introduce a new, preference-based approach for
representing defaults in first-order logic (FOL). Our central
intuition is that an individual (or tuple of individuals) is not
simply normal or not, but rather is normal with respect to a
particular predicate. Thus an individual that satisfies Bird
may be normal with respect to F'ly but not BuildNest. Se-
mantically we associate a total preorder over n-tuples with
each n-ary relation in the domain. Syntactically, a predicate-
forming construct is introduced into FOL that lets us assert
properties of minimal elements in an ordering that satisfy
a given condition. Default inference is obtained by (infor-
mally) asserting that a tuple in an ordering is ranked as “low”
as consistently possible. The approach has appealing proper-
ties: specificity of defaults is obtained; irrelevant properties
are handled appropriately; and one can reason about defaults
within FOL. We also suggest that the approach is more ex-
pressive than extant approaches and present some preliminary
ideas for its use in Description Logics.

1 Introduction

One of the major challenges of Artificial Intelligence (AI)
has been in representing and reasoning with defaults such
as “birds fly”. Since the early days of Al, researchers in
the field have recognized the importance of intelligent sys-
tems being able to draw default assertions, where one would
conclude by default that a bird flies, while allowing for ex-
ceptional conditions and non-flying birds. Of the early ap-
proaches to nonmonotonic reasoning, default logic (Reiter
1980) and autoepistemic logic (Moore 1985) were based
on the notion of a fixed-point construction in order to ex-
pand the set of obtained consequences, while circumscrip-
tion (McCarthy 1980) was based on the idea of minimiz-
ing the extension of a predicate. In these approaches, de-
sirable properties (such as specificity) had to be hand-coded
in a theory (Reiter and Criscuolo 1981; McCarthy 1986).
About a decade later, approaches based on conditional log-
ics (Delgrande 1987; Lamarre 1991; Boutilier 1994; Farifias
del Cerro, Herzig, and Lang 1994) and nonmonotonic con-
sequence relations (Kraus, Lehmann, and Magidor 1990;
Lehmann and Magidor 1992) represented defaults as objects
(binary modal operators in conditional logics) in a theory.
In such approaches, the semantics was based on an ordering

over possible worlds. While properties such as specificity
followed directly from the semantics, other properties, such
as handling irrelevant properties, were not obtained. Ar-
guably, at present there is no generally-accepted approach
that adequately handles inference of default properties, rea-
soning in the presence of irrelevant information, and reason-
ing about default properties of an individual known to be
exceptional with respect to another default property.

In this paper, we present a new account of defaults.
Consider the default assertions “birds fly” and “birds build
nests”. The usual interpretation is that a normal bird flies
and it builds nests. Our interpretation is that, with regards to
flying, a normal bird flies, and with regards to nest building,
a normal bird builds nests. That is, normality is given with
respect to some property. Consequently, “birds fly” would
be interpreted as saying that, with respect to the property of
flight, an individual that is a bird in fact flies. Similarly, a
penguin, as concerns flight, does not fly.

Semantically, for each n-ary relation in the domain,
we associate a total preorder over n-tuples of individuals,
where the preorder gives the relative normality of a tuple
with respect to that relation. Syntactically, we introduce a
“predicate-forming construct” into the language of FOL that
lets us identify those individuals that satisfy a certain con-
dition (like Bird) and that are minimal in a given ordering
(like that corresponding to F'ly); one can then state asser-
tions regarding such (minimal-in-the-ordering) individuals,
for example that they indeed satisfy Fly. Notably, an in-
dividual abnormal in one respect (like flight) may be nor-
mal in another respect (like nest building). These orderings
allow us to naturally specify a wide class of default asser-
tions, including on predicates of arity > 1. Default inference,
in which an individual is concluded to have a given prop-
erty “by default”, is specified via a preference ordering over
models. Then inferences that follow by default are just those
that obtain in the minimal models. In the approach we avoid
a modal semantics on the one hand and fixed-point construc-
tions on the other. We also show how a “predicate-forming
construct” can be translated into a standard first-order theory
and argue that the approach presents various advantages: it
satisfies a set of broadly-desirable properties; it is perspicu-
ous, and presents a more nuanced and expressive account of
defaults than previous approaches; and it is couched within
classical FOL.



In the next section we informally describe our framework.
In Section 3 we present the syntax and semantics of our
logic. After presenting some examples in Section 4, we look
at various properties of our logic as well as provide a char-
acterization result in Section 5. We briefly present our treat-
ment of nonmonotonic inferences in Section 6. In Section 7
we compare our approach with related work as well as dis-
cuss about future directions. Section 8 concludes.

2 The Approach: Intuitions

A common means for specifying the meaning of a default
is via a preference order over models or possible worlds in
which worlds or models are ordered with respect to their
normality. Then, something holds normally (typically, de-
feasibly, etc.) just when it holds in the most preferred mod-
els or possible worlds. For example, in a conditional logic,
“birds fly” can be represented propositionally as Bird =
Fly. This assertion is true just when, in the minimal Bird-
worlds, Fly is also true. In circumscription “birds fly” can
be represented as Vz.Bird(z) A ~Abs(z) — Fly(z), so a
bird that is not abnormal with respect to flight flies. Then
models are ordered based on the extensions of the Ab pred-
icates (with smaller extensions preferred), and a bird a flies
by default just if Fly(a) is satisfied in the minimal models
that satisfy Bird(a).

Our approach belongs to the preference-based paradigm,
but with significant differences from earlier work. Our pref-
erences are expressed within FOL models, and not between
models (or possible worlds, as in a modal framework). Pref-
erences are given by a total preorder over n-tuples of indi-
viduals for each n-ary relation in the domain; these order-
ings give the relative normality of a tuple with respect to the
underlying relation. Defaults are then expressed by making
assertions concerning sets of minimal (tuples of) individuals
in an ordering.

Consider again the assertion that birds normally fly. We
interpret this as, for a bird that is normal with respect to
the unary relation fly,' that bird flies. In a model, the rel-
ative normality of individuals with respect to flight is given
by a total preorder associated with the relation fly. Then
we can say that “birds fly” is true in a model just when, in
the order associated with fly, the minimal bird individu-
als satisfy fly. Similarly, “penguins do not fly” is true in a
model just when, in the order associated with fly, the min-
imal penguin individuals do not satisfy fly. The ranking
of an individual with respect to one relation (like fly) is not
related to the ranking associated with another relation (like
build_nest).

These considerations extend to relations of arity > 1.
Consider “elephants normally like their keepers”. Seman-
tically we would express this by having, in the total preorder
associated with the relation lzkes, that the most normal pairs
of individuals (d;, ds), in which d; is an elephant and ds is
a keeper, satisfy likes. Analogously we could go on and
express that “elephants normally do not like (keeper) Fred”.

'We use the notation that a lower case string like fly is used
for a relation in a model whereas upper case, like Fly, is used for
a predicate symbol in the language (in this case denoting fly).

Syntactically, we introduce a new construct into the lan-
guage of FOL that, for an ordering associated with a re-
lation, enables us to specify minimal domain elements in
the ordering that satisfy a given condition. This construct
has two parts, a predicate P and a formula ¢; it is written
{P(¥),#(%)}. The construct stands for a (new) predicate
that denotes a domain relation which holds for just those
(tuples of) individuals that satisfy ¢ and that are minimal in
the ordering corresponding to P (i.e., the ordering associ-
ated with the denotation of P).

Given this construct, one can make assertions regarding
individuals that satisfy this relation. For example, to express
“birds normally fly” we use:

Va ({Fly(y), Bird(y)}(z) — Fly(z)) ()
whereas for “penguins normally do not fly” we use:

Va ({Fly(y), Penguin(y)}(z) = —Fly(z))  (2)

So those individuals that satisfy bird and that are minimal in
the ordering associated with fly also satisfy fly whereas the
minimal elements in the fly ordering that satisfy penguin
do not satisfy fly. That is, “birds fly” and “penguins do not
fly” both concern the property of flight and so are respect to
the same (fly) ordering.”

The fact that we deal with orderings over individuals
means that our approach is irreducibly first-order. This is
in contrast to most work in default logic, in which default
theories are very often expressed in propositional terms, and
where a rule with variables is treated as the set of corre-
sponding grounded instances. It is also in contrast to work
in conditional logics and nonmonotonic inference relations,
which are nearly always expressed in propositional terms.
As we suggest later, for many domains, it may well be that a
first-order framework is essential for an adequate expression
of defaults assertions.

For our earlier example “elephants (£) normally like (L)
their keepers (K)”, we have the following:

Vo1, 22 ({L(y1,y2), E(y1) A K (y2)}(z1, 22) — 3)
L(l’l, $2)>
whereas for “elephants normally do not like (keeper) Fred”:

vxlaxQ({L(yMQQ):E(yl) /\K(yZ)/\ “4)
Y2 = Fred}(z1,32) — —L(21, 22))

In addition, we suggest that our approach leads to a re-
consideration of how some defaults are best expressed. Con-
sider the assertion “adults are normally employed at a com-
pany”. In a conditional approach, one might express this as:

Adult(z) =, Ty (EmployedAt(z, y) A C’ompany(y))

where, without worrying about details, =, is a variable-
binding connective (Delgrande 1998). But the interpretation

2One way of viewing this is that a relation such as fly gives a
partition of a domain, into those elements that belong to the rela-
tion and those that do not. We also note that the interpretation of
“birds fly” as a default conditional (like Bird = F'ly) is some-
what superficial. A more nuanced approach would assert that for
birds, flight is a default means of locomotion, perhaps along with
others such as bipedal walking. We return to this point later.



that “the most normal adults are employed at a company” is
unsuitable, since an abnormal adult here would be abnormal
with respect to other normality assertions regarding adults.
As well, it does not seem to make much sense to say that nor-
mality now refers to the full consequent. Instead, it seems
that the best way of interpreting this assertion is that we have
a normality ordering associated with employed_at, giving
the relative normality of pairs of domain elements with re-
spect to this relation. Then for the most normal pairs (d, ds)
where d; is an adult, there is some pair (d;, d3) among them
for which d; is employed at d3 and d3 is a company. Con-
sequently, this suggests that simple conditionals, at least in
a first-order framework, may not be adequate to represent
general default information.

The preceding sketches our intuitions regarding how we
intend to represent and interpret default information. With
regards to inferring default information in a knowledge base
(KB), we define preferences between models in a simi-
lar manner to those of other preferential logics (McCarthy
1980; Shoham 1987; Kraus, Lehmann, and Magidor 1990).
Again, what is new in our approach is that we have multi-
ple orderings inside our models and so we can define more
nuanced preferences between models. As we will see, al-
though we only briefly treat nonmonotonic inferring of as-
sertions, our ordering between the models will result in de-
sirable properties with respect to defeasibility. Specifically,
we satisfy the following principles:

1. Specificity: Properties are ascribed on the basis of most
specific applicable information. Hence a penguin will not
fly by default whereas a bird will.

2. Inheritance: Individuals will inherit all typical properties
of the classes to which they belong, except for those we
know are exceptional. Hence, by default, a penguin may
be concluded to not fly, but will be concluded to have
feathers, etc.

3. Irrelevance: Default inference is not affected by irrele-
vant information. Hence, by default, a yellow bird will be
concluded to fly.

As we have noted, there is no generally-accepted approach
that fully captures these properties. Default logic, autoepis-
temic logic and circumscription do not satisfy specificity,
while the rational closure mechanism of the KLM frame-
work does not satisfy inheritance.

3 Language and Semantics

As discussed, a first-order setting is required for our investi-
gation. Thus, the language we employ is based on standard
FOL enhanced with the aforementioned minimality opera-
tors. We start with some formal preliminaries, including the
syntax of our new logic, and finish the section by presenting
the semantics.

3.1 Formal Preliminaries

We assume that the reader has some familiarity with stan-
dard FOL (Enderton 1972; Mendelson 2015). Let £ be a
first-order language containing a set of predicate symbols
P ={PQ,...},asetof constant symbols C = {c; | i €

N} and a set of variables V = {x,y, z ... }.> Predicate sym-
bols and variables may be subscripted, as may other entities
in the language. The constants and variables make up the set
of terms, which are denoted by ¢;, i € N. A tuple of vari-
ables x1,...,x, is denoted by Z, and similarly for terms.
For any formula ¢, the expression ¢(Z) indicates that the
free variables of ¢ are among those in Z. Our language £y
is given in the following definition, with £ given in Items
1-3.

Definition 1. The well-formed formulas (wffs) of Ly are
defined inductively as follows:

1. If P is an n-ary predicate symbol and t, . .
then P(ty,...,t,) is a wff.

2. Ift1 and ty are terms then t1 = to is a wff.

3. If ¢ and 1) are wifs and x is a variable then (=), (¢ —
) and (Vx @) are wifs.

4. If P is an n-ary predicate symbol, ij is a tuple of n vari-
ables, ¢(7) is a wff and t is a tuple of n terms then
{P), $(D}(E) is a wff:

Parentheses may be omitted if no confusion results. The
connectives A, V, = and 3 are introduced in the usual way.
For a wif of the form { P(i/), ¢(%) } (), the part { (%), ¢(%)}
can be thought of as a self-contained predicate-forming con-
struct (pfc). The first part, P(¥), specifies that the ordering
is with respect to predicate P; it also provides names for
the n variables of P, in §. The second part ¢(y) will in
general be true of some substitutions for 4 and false for oth-
ers. The denotation of {P (%), ()} is just those n-tuples
of domain elements that satisfy ¢ and are minimal in the or-
dering corresponding to P. So {P(¥), »(%)} behaves just
like any predicate symbol. Thus { Fly(y), Bird(y)}(z) can
be thought of as analogous to an atomic formula, which in
a model will be true of some individuals (viz. those that be-
long to bird and that are minimal in the fly ordering) and
false of others. Similarly, { Fly(y), Bird(y) }(Tweety) will
assert that Tweety is a minimal bird element in the fly or-
dering.

In the wff {P (), $(7)}(t), there is a one-to-one corre-
spondence between the terms in  and the variables i/ inside
the pfc; but otherwise they are unrelated. Hence for the ex-
pression {F'ly(x), Bird(z)}(x) the occurrences of variable
x within {...} are distinct from the third occurrence. For
{P(9), #(¥)}, the variables in ¢ are local to {... }, and can
be thought of as effectively bound within the expression. In
the following, we use the term predicate expression to refer
to both predicate symbols and pfcs.

We next remind the reader of some terminology regarding
orderings. A total preorder on a set is a transitive and con-
nected relation on the elements of the set. A well-founded
order is one that has no infinitely-descending chains of ele-
ments. Formally, for a set .S and a total preorder < on 5, <
is well-founded iff:

VTCS(T#0—- FzeT)(VyeT)z2y)

., t, are terms

3For simplicity, except for constants, we exclude function sym-
bols. Note that this does not affect expressiveness, since any n-ary
function can be encoded by a (n + 1)-place predicate.



We will work only with well-founded total preorders. Given
well-foundedness, for a total preorder < we can define the
minimal S-elements of <, as follows:

min(=<,5)={zeS|VweS =<y}

3.2 Semantics

We next present the formal semantics, which will interpret
the terms and formulas in £y with respect to a model.

Definition 2. A model is a triple M = (D,T,0) where
D +# 0 is the domain, T is the interpretation function, and
O is a set containing, for each n-ary relation r in D, a well-
founded total preorder =, on D™. Specifically:

1. T interprets the predicate and constant symbols into D as
follows:
o PT C D", for each n-ary predicate symbol P € P
o ¢ € D, for each constant symbol ¢ € C

220 ={=x,CD"xD"|r C D"and =, is a well-
founded total preorder on D" }

A variable map v : V +— D assigns each variable z € V
an element of the domain v(z) € D.

Definition 3. Let M = (D, Z, O) be a model and v a vari-
able map. The denotation of a term t, written as v s
defined as follows:
1. Ty =+¢L, if t is a constant
2. t5V = v(t), if t is a variable

The satisfaction relation = is defined below. We first give
some preliminary terminology and notation. Assume we
have a model M, a variable map v and a wff ¢. When M
satisfies ¢ under v we write M,v = ¢. When M satisfies
¢ under v where the free variable x of ¢ is assigned to d we
write M, v = ¢(x/d). For Z a tuple of variables x4, ..., z,
and d a tuple of domain elements dy, ..., d,, we denote by
:E'/J the one-to-one assignment x1/dy,...,z,/d,. Simi-
larly for /i and #/t. Last, given a tuple of n variables §
and a formula ¢ with free variables among ¥/, the values of
i for which ¢ can be satisfied are given by the set:

MY ={de D" | M,v = ¢(5/d)} (5)

—

We can now define the denotation of a pfc { P(¢), #(9)},
written { P(%), ¢(7) }*', as the set of domain tuples that:

1. belong to the denotation of ¢, as given in Equation 5 and
2. are the minimal such tuples in the ordering associated
with PZ, viz. < pz.

Definition 4. Ler M = (D,Z,O) be a model and v a vari-
able map. The denotation of { P(¥), ¢(§)} is defined as the

set:

{P@), 6@} = min(Zpz, (™)
Finally, for each predicate symbol P € P we define PM" =
PZ. The satisfaction relation is given as follows (recall that
a predicate expression is either a predicate symbol or a pfc).

Definition 5. Let M = (D,Z, O) be a model, v a variable
map and P a predicate expression.

M= Pty, .. b)) iff (.. 1Y) € PMY

My =ty =ty ifftT "= t5"

My =g iff M,v = ¢

My EG=PIfF My EPor My

M,y =Vzd if M,v = ¢(x/d) forall d € D

As usual, if M,v = ¢ for all M and v, then ¢ is valid
in Ly. If ¢ is a sentence (i.e., without free variables) then
M,v = ¢ iff M,V = ¢ for all variable maps v, v'; thus we
just write M = ¢. If @ is a set of sentences then M = ® iff
M = ¢ for all ¢ € @, and we say that M is a model of ®.
Finally, we write ® = ¢ when all models of ® are models
of ¢, and we say that ® logically entails ¢.

R

4 Examples

We have already seen some wffs in Equations 1-4 of Sec-
tion 2. We now give some more examples that illustrate
the range and application of our approach. As we have de-
scribed, the first part of a pfc denotes an ordering associ-
ated with a given predicate. The second part is a formula
that specifies minimal (tuples of) individuals in the order-
ing. The order of the variables in the two parts is important,
as the next two equations illustrate:

Var, 22 ({L(y1, y2), P(y1,y2) } (1, 22) = L(z1, 22)) (6)
Var, zo ({L(y1,y2), P(y2, y1)} (@1, 22) = L(x1, 22)) (7)

When L abbreviates Likes and P abbreviates ParentOf, it
is easy to see that 6 states that “parents normally like their
children” while 7 states that “children normally like their
parents”. Recall also that the tuples of domain elements be-
longing to the denotation of a pfc { P(¥), #(¥)} do not nec-
essarily have to satisfy the predicate P. See, for instance,
Equations 2 and 4.

On another note, predicates in ¢ may have a higher ar-
ity than P in a pfc {P(¥), ¢(y)}. For instance, consider
the statement “people that trust (7°) themselves are normally
daring (D)”. We would express that using the following wff:

Ve ({D(y), T(y,y)} (@) > D(x))

Furthermore, we can express statements about specific indi-
viduals by directly replacing variables with constants. For
example, for constant John, we can express that “John’s
pets are normally happy (H)” by:

Va ({H(y), HasPet(John,y)}(z) — H(z))

The reading of our new wiffs can sometimes be a bit cum-
bersome. Consider the earlier example that “adults (A) are
normally employed (Em) at a company (C)”. According to
the discussion in Section 2, this statement can be expressed
by the following wff:

Vay, zo ({Em(yr, y2), Aly1) (21, 22) — Jas
({Em(y1,y2), Ay1)} (@1, 23) A Em(z1,23) A Clx3)))

This contains two instances of the pfc { Em(y1,v2), A(y1)}.
As a possible solution, if we introduce the predicate NAFE
(for Normal Adults wrt the E'm ordering) we can rewrite the
previous into the more compact and perspicuous formula:

Vaz,y(NAE(z,y) — 32(NAE(z, 2) A Em(z, z) A C(z)))



This method of abbreviating pfcs via smaller “predicate
names” could be used at the outset in order to make KBs
more readable.

A key point is that our approach is highly versatile, and
can express nuances that (arguably) other approaches can-
not. Consider for example the ambiguous statement “un-
dergraduate students attend undergraduate courses”.* Let
UGS stand for “undergrad student” and UGC for “under-
grad course”. Among other possibilities, we have the fol-
lowing interpretations:

1. “Normally, the things UG S's attend are UGC's”

That is, for the most normal pairs (d;, ds) according to the
attend relation, such that d; is an UGS that attends ds, do
isan UGC. In Ly

Vay, zo ({Attend(y1,y2), UGS (y1) A
Attend(yr, y2) Har, x2) — UGC(xg))
2. “Normal UGS’ attend only UGC's”

That is, for the most normal pairs (d;, dz2) according to the
attend relation, such that d; is an UGS, everything d; at-
tendsis an UGC. In Ly

Va1, 2o ({Attend(yl, y2), UGS (y1) Hz1,22) —
Vas (Attend(z1, x5) — UGC(z3)))
3. “Normal UGS’ attend some UGC”

That is, for the most normal pairs (d;, dz) according to the
attend relation, such that d; is an UGS, there exists an
UGC that d; attends. In L :

Vi, T ({Attend(yl, y2), UGS (y1) Hz1, 22) —
Jas(Attend(zq, z3) AUGC(z3)))
4. “Normally UGS’ attend UGC's”
Analogous to Equation 3, we have:
Va1, zo ({Attend(yy, y2), UGS (y1) A
UGC(y2)} (w1, x2) — Attend(zy, 22))

These examples illustrate the wealth of expressiveness in our
logic and present a contrast to the more limited expressive-
ness of current approaches in the literature.

5 Characterization and Properties

In this section we provide a characterization of our new logic
through a translation into standard FOL. As well, we present
some notable properties and briefly compare our approach to
other well-known systems from the literature.

First, we show how to encode our approach in standard
FOL, via the introduction of a new set of predicate sym-
bols representing the preference orderings. Then, we express
the pfcs inside the language using these new predicate sym-
bols. This translation then serves as a syntactic counterpart

“This example is a type of assertion that might occur uncon-
ditionally in a description logic TBox. The fact that there are (at
least) four corresponding nonmonotonic (normality) assertions in-
dicates that a fully general approach to defeasibility in description
logics may require substantial expressive power. See Section 7 for
a further discussion.

to the more semantic approach of Section 3; and our equiva-
lence result (Theorem 1) provides a counterpart to a standard
soundness and completeness result.> More precisely:

1. For each n-ary predicate symbol P we introduce a new
predicate symbol P~ of arity 2n. We use these new pred-
icate symbols to express the preference orderings instead
of embedding them directly into the models. That is, each
P= will be used in the place of <pz.

2. After having interpreted the new predicate symbols
P= in the aforementioned way, we translate each wff
{P(7), (7)) }(t) to the first-order formula:

$(F/t) NVZ (6(5/2) — P2(E, 7))

So the variables from ¢/ that appear free in ¢ are assigned
to the respective terms and variables from £ and Z, with the
latter being employed in order to ensure the minimality of
the former through the new predicate symbols P=. The fol-
lowing list shows some of the examples of Sections 2 and 4
expressed in FOL using this translation:

1. Birds (B) normally fly (F)
Va (B(x) AVz(B(z) = F3(x,2)) — F(z))
2. Penguins (P) normally do not fly
Va (P(x) AVz(P(z) = F=(z,2)) — ~F(x))
3. Elephants normally like their keepers
Vo1, o (E(xl) A K(z2) ANVz1, 29 (E(zl) ANK(z) —
Lj(ml,xQ,Zl,ZQ)) — L($1,$2))

4. Children normally like their parents

VI'l,IEQ(P({L'Q,(El) /\V,Zl,ZQ(P(ZQ,Zl) —
Lj (1‘1,332,21,22)) — L(l‘l,l‘g))

5. People that trust themselves are normally daring
V& (T (z,2) AVz(T(z,2) = D3(z,2)) — D(z))
6. John’s pets are normally happy

Va(HasPet(John, z) AVz(HasPet(John,z) —
H=(z,2)) — H(z))

As we see, everything presented so far can be expressed us-
ing standard FOL without the need to enhance the models
with preference orderings or the syntax with pfcs. Instead, a
new set of predicate symbols together with a translation of
pfcs suffice.

Next, we present the formal translation as well as a char-
acterization theorem.

5 Alternatively, we could have provided an axiomatisation of our
new construct and directly proven a soundness and completeness
result. This is done in (Brafman 1997), where a conditional logic is
developed based on orderings over individuals, but for each n € N
there is a single ordering on n-tuples; see Section 7. We feel that
the given translation is at least as informative as an axiomatisation,
while being more straightforward to obtain.



5.1 Translation into FOL

We first extend P with a new set of predicate symbols P= =
{P= | P e P} Let P* = PUP= and let LT be the
extension of £ with P,

Definition 6. Given the syntax of Ly, the translation T :
Ly — LT is defined as follows:

1 ctn)) =Pty ty)
2
3.
4.
5. =
6. ({P@),sD}(®)" = (6(7/) A
vz ((6(5/2)" = P2(E.2))
As for the semantics, the language £ is interpreted over
the usual models of FOL. Regarding the relation between

the models of £ and the models of £1, we can define a
similar translation 7 from the former into the latter.

Definition 7. For a given model M = (D, T, O) of Ly, the
model M™ = (D7, I7) of LT is defined as follows:
1. D" =D
2. for every constant symbol ¢ € C: ¢&" =% € D
3. for every n-ary predicate symbol P € P:
e PI" = pL C D"
o (PZ)F ={(d,&) e D" x D" | d <pz &}
It is easy to see that M7 interprets all new predicate sym-

bols P= as (well-founded) total preorders, in the following
sense.

Proposition 1. Let M7 be a model of LT according to Def-
inition 7 and P~ € P*. The following hold:

1. M™ |=VZ P3(Z, %)
2. M™ EVZ, Y, Z(Pj(f, 7) A P2(ij, 2) — P2(, 2’))
3. MTEVZ G (PA(E,9) vV P2(§,7))

Given this translation 7 on formulas and models, we ob-
tain the following characterization of £ through £+.
Theorem 1. Let ¢ and M be a wff and a model of Ly,
respectively, and let v be a variable map. Then:

My iff M7,y o7

Proof. The proof follows by induction on the construction
of ¢. We only present the step for pfcs:

Consider ¢ = {P(%), (%)} (f) and that the Induction Hy-
pothesis (IH) holds for ¢). We have that M, v = ¢ iff:
FT0 € min(<pr, p(H)M)

Let us also assume that ¢/ is a tuple of n variables. By defi-
nition then:

1L ET e {deD | M,v = 4(j/d)}
2. V&€ D" if M,v = (7/€) then t 1" <pzr &
By (IH) and the definition of M then we also have:

3. 17 e{de (D) | M7,y = ($(7/d))"}

4. Ve € (D)™ if M7,v = (¢(§/€))" then (£177,¢) €
(P

From 3. it immediately follows that:

5. M7 v = (0(5/6)"

Next, let Z' be a random tuple of variables and let:

6. M7 v (v(5/2)"

Let us also assume that v(Z) = € € (D7)". It immediately
follows:

7. M7 ((5/)"

From 4.,7. and the fact that & = v(2) then (£ 27", v(2)) €
(P)T" which is equivalent to:

8. M",v | P3(t, %)

From 6., 8. and the fact that 2’ was a random tuple, we have
that:

9. M™,v = VZ((w(ﬁ/Z))T — Pf(TE))
Finally, 5. and 9. give:
M = (0(@/0)" AVE (((5/2) = PA(E2)

By definition of 7 then we get M7, v |= ({P(¥), 1/)(37)}(5))7
ie., M7,v = ¢7. The reverse procedure gives the other
direction as well: if M7, v = ¢” we end up with 3. and 4.
which, by (IH) and the definition of M7, are equivalent to
M,y = ¢. O

Through this characterization result we can move from
Ly into £T and use the known machinery of standard FOL
when evaluating formulas in £y .

5.2 Properties

We now examine some properties of our logic, starting with
the fact that we can reason about defaults directly within
our framework. A representative example of this property is
showcased in the next proposition.

Proposition 2. Let @ = {¢1, 2, ¢3} be a KB where:
1. ¢y =Vz (P(z) — B(z))
“All penguins are birds”

2. ¢2 =Va ({F(y), B(y)}(x) = F(x))
“Birds normally fly ”

3. ¢3 =Yz ({F(y), P(y)}(z) = ~F())
“Penguins normally do not fly”
Furthermore, consider the following sentence:
4. =Va (P(z) = ~{F(y), By)}(2))
“Penguins are not normal birds with respect to flying’

Then @ |= 1 is derivable in L.

s



This is quite an important characteristic of £ since rea-
soning about defaults within the logic is not possible with
many other approaches, e.g. default logic or circumscrip-
tion.

Next, we move on to compare the logic Ly to the well-
known KLLM systems (Kraus, Lehmann, and Magidor 1990;
Lehmann and Magidor 1992). We start by noting that,
like most of the approaches that employ preference order-
ings (either between worlds or between elements of a do-
main), KLM rely on a single ordering. This is in contrast
to our multiple orderings and the fact that we can use mul-
tiple pfcs, each one associated with a different ordering,
inside the same expression. Consider, e.g., the following
instance of the KLM postulate of Right Weakening: from
E Fly — Mobile and Bird ~ Fly infer Bird i~ Mobile.
The way we would express this instance of RW in £y would

be the following:
Va (F(z) = M(x)) AV ({F(y), B(y)} () — F(z)) —

Va ({M(y), B(y)}(x) — M(x))
where F' abbreviates F'ly, M abbreviates Mobile and B ab-
breviates Bird. This formula is not valid in our logic since
the two pfcs refer to two different orderings (corresponding
to Fly and Mobile). The same holds for any other KLM
postulate apart from Reflexivity. This is because we have not
imposed any relationship between the different orderings or
attempted to combine them in any way. We could impose,
e.g., the following condition between two orderings:
whenever VI (P(Z) — Q(Z)) we also have that < pr C=< oz
which would make the previous formula valid in our logic.
One could propose such restrictions in our models (and more
specifically in the set O) but this is not our intention here.
However, if we introduce a new predicate symbol G that
corresponds to a global ordering we get the following.
Proposition 3. The KLM postulates articulated using only
the (global) ordering associated with predicate G are valid
in L N-

It immediately follows that our approach is at least as ex-
pressive as the KLM systems.
Corollary 1. Any proof wrt the KLM systems can be trans-
formed into a proof in Ly.

We end this section by presenting some properties of pfcs
in the next proposition, with the names suggesting similar
properties that have appeared in the literature.

Proposition 4. The following formulas are valid in Ly :

1. REF:VZ ({P(7), 6(D}(T) — ¢(§/7))
2. RCE:VZ (¢(Z) — (T)) —

3. LLE/RCEC: V%

6 Default Inference in L

To this point, in presenting £, we have dealt with a mono-
tonic formalism. We now examine nonmonotonic reasoning
in £y and explore how default inferences can be obtained.
Our investigations are still preliminary and are on the seman-
tic level, i.e., we work with models. Nevertheless, a syntac-
tic approach is also in the works and employs an extension of
the Closed World Assumption for nonmonotonic reasoning.
The goal then will be to provide a correspondence between
the two approaches (syntactic and semantic). We present the
latter here which, similar to (McCarthy 1980; Shoham 1987;
Kraus, Lehmann, and Magidor 1990), employs preferences
between the models of £ .

We start by restricting our models a bit further so that they
only contain orderings without infinitely-ascending chains
of elements, i.e., our orderings are “upwards” well-founded
as well. We then proceed with the following definitions.

Definition 8. Let M be a model of Ly and <, € O. The

set ming (=<,.) is defined inductively as follows:
1. miny(=%,)={deD" | VeeD":d =, &}
2. mingyi(=%,) = {d € D" | V& € D"\ U min,, (<,.) :
n=1
d=, ¢}

Intuitively, the set ming(=,.) denotes the k-th least set of
=<,-equivalent elements in the ordering <,.. Using these sets,
we can define a preference between orderings on the same
relation r as follows.

Definition 9. Let M = (D,Z,0) and M’ = (D,T',0’)
be two models of Ly with <. € O and <], € O'. We say
that <, is lexicographically preferred to <!. iff In € N such
that:

r) Vked{l,.

2. min, (=) C min,(=,)

1. ming (X)) = ming (= ,n—1}

Given the lexicographic preference between two order-
ings, we can now generalize our definition to a preference
between models.

Definition 10. Let M = (D,Z,0) and M' = (D,I',O’)
be two models of L. We say that M is preferred to M’,
vizz. M < M, iff for every P € P we have that <pz is
lexicographically preferred to j’PI

Next, we define the minimal models of a KB, which will
be our main tool for drawing default inferences.

Definition 11. Let @ and M be a KB and a model of Ly,
respectively. M is a minimal model of ® iff M is a model of
& and there is no model M’ of ® such that M' < M.

Using the above, the next definition shows how to obtain
default inferences in L.



Definition 12. Let ¢ and ¢ be a KB and a sentence of Ly,
respectively. We say that ¢ entails ¢ by default iff M = ¢
for all minimal models M of ®.

Before moving to a final example we note that, since the
orderings <, are well-founded in both directions, the fol-
lowing proposition holds.

Proposition 5. Let M be a model of Ly and <, € O. Then:

1. either Vk € N ming(=<,) # 0
2. ordn € N:

e Vke{l,...,n} ming(=,) #0

e Vk > n ming(=X,) =10

This means that the sets ming (=), the preference be-
tween two orderings, and the preference between two mod-
els are all well-defined. Furthermore, a KB has a model iff it
has a minimal one and, similar to monotonic inferences, in-
consistent KBs entail all sentences by default. We conclude
this section with a showcase of how specificity, inheritance

and irrelevance, the three principles that we highlighted in
Section 2, are handled in L.

Corollary 2. Let & = {¢; | 1 < i < 6} be a KB where:

1. ¢1 = B(Tweety) N Y (Tweety)
“Tweety is a yellow (Y") bird”

2. ¢2 = P(Opus)
“Opus is a penguin”

3. ¢3 =Va(P(z) — B(x))
“All penguins are birds”

4. 61 = Vo ({F(y), By)}Hz) — F(a))
“Birds normally fly”

5. ¢5 =Ya({W(y), B(y)} (=) = W(x))

”»

“Birds normally have wings (W)

6. ¢6 =V ({F(y), P(y)}z) = ~F(z))
“Penguins normally do not fly”

Then ® entails the following sentences by default:

1. 1 = = F(Opus)
“Opus does not fly”
2. 1hy = W(Opus)

“Opus has wings”

3. 3 = F(Tweety) N W (Tweety)

“Tweety flies and has wings”

So Opus, being both a bird and a penguin, is concluded to
not fly by 1), (specificity) but to have wings by 5 (inheri-
tance) since it is an exceptional bird wrt flying but inherits
any other typical property of birds. Then 3 (irrelevance)
shows that Tweety, being a yellow bird, is still concluded to

fly and have wings since being yellow is irrelevant wrt those
two properties.

7 Related and Future Work
7.1 Related Work

Our view that normality is relative to a property such as fly
was anticipated by work in circumscription, in particular in
its use of Ab predicates (McCarthy 1986). (Otherwise the
approaches have little in common.)

Conditional approaches to assertions of normality are
generally propositional; first-order approaches include (Del-
grande 1998; Kern-Isberner and Thimm 2012). A prede-
cessor to our work, in a full first-order setting, is Braf-
man’s (1997) approach to conditional statements. There,
conditional statements of the form “if ¢ then normally 1) are
written as “¢ —z 1" with the intuition being that the mini-
mal tuples of the domain that make ¢ true also make v true.
There are two main differences between the “¢ —z 1" no-
tation and our corresponding “VZ ({ P (%)), ¢(¥)} (Z) — ¢)”
notation that make the latter more expressive.

The first difference comes from the fact that we employ
multiple orderings, which gives a more nuanced approach.
In (Brafman 1997) it is not possible to have an individual
that is normal in some respect (say, nest building) while ab-
normal in another (like flying).

Secondly, our approach allows more expressive formulas,
as we have seen in the sequence of examples in Section 4.
As well, consider the “adults are normally employed at a
company”’ example, which Brafman would write as:

Adult(z) =, Jy (EmployedAt(x, y) A Company(y))

Such a conditional does not seem to capture accurately the
meaning of the original expression, as argued in Section 2.

However, we are able to capture Brafman’s approach in
ours, provided the formula ¢ of “¢ — 3 1" has free variables
only among Z and there are no iterated occurrences of “— z”.
More precisely, we can consider the class of models in our
approach in which there is a single ordering for each arity n,
say =<y, . Then, we can use the formula:

VY ({Un (), 6(2)} () — (/)

to represent Brafman’s assertion ¢(Z) —z 1. Furthermore,
combining this translation with the method described in Sec-
tion 5.1 implies that the approach of (Brafman 1997) can
also be expressed in standard FOL.

More recently there has been work in Description
Logic (Baader et al. 2007) that deals with the representation
and reasoning of defeasible assertions. The literature on so-
called defeasible DLs is large and most of the established ap-
proaches to nonmonotonic reasoning (like default logic, cir-
cumscription or the rational closure) have been adapted for
the DL setting; see for instance (Baader and Hollunder 1992;
Bonatti, Lutz, and Wolter 2009; Giordano et al. 2015). Nev-
ertheless, there have recently been interesting new proposals
that relate to our work here.

First, driven by the need to overcome problems like the
inheritance of properties in the presence of exceptions, mul-
tiple orderings have also been considered in (Gliozzi 2016;
Giordano and Gliozzi 2019) to account for different rankings
between individuals, each corresponding to a particular as-
pect (like F'ly or BuildNest). However, although multiple



orderings are considered in the semantics, only one “typical-
ity” (in practice minimality) operator is employed in the syn-
tax and there is no corresponding syntactic construct like our
pfcs. Furthermore, their multiple orderings are employed
only among individuals (and not tuples) and the use of typ-
icality operators is limited, being only allowed on the left
side of a subsumption axiom. This results in an interesting,
but less expressive, representation of defaults, as opposed to
that developed here.

Similar to the previous approach, but closer to ours, is the
work in (Gil 2014), where the author takes into account mul-
tiple typicality operators. This work however suffers from
similar limitations regarding the scope of the orderings and
the limited employment of these typicality operators. A fur-
ther limitation is the lack of any association between its op-
erators/orderings and any relations or aspects.

A third line of work, originating from an approach
in (Britz and Varzinczak 2016) to define orderings not only
among individuals but also among tuples, culminated in in-
teresting recent developments regarding defeasible reason-
ing in DLs (Varzinczak 2018; Britz and Varzinczak 2019).
An important characteristic of this work is that the orders on
individuals are derived from the ones specified by the roles,
i.e., they do not correspond to any concepts like in the pre-
viously mentioned (and our) work. This results in (contex-
tual) defeasible subsumption needing specific role names to
be subscripted in order to specify the origin of the order that
will be employed, something that we do within the language
by means of the pfcs.

7.2 Future Work

One goal in our work is to extend the approach to a DL set-
ting. In the following we present some preliminary ideas be-
hind such an extension. Consider again the assertion “birds
fly” which in a (non-defeasible) DL language is expressed
by the concept inclusion Bird T Fly, whereas in a de-
feasible DL it could be expressed as T(Bird) C Fly or
Bird T Fly among others. We propose to express the same
concept inclusion, perhaps through some extended syntax,
in such a way that its structure will invoke the use of the
pfcs from our setting. In this specific assertion, e.g., the
“new” DL expression would be semantically equivalent to
the £ y-formula:

vz ({Fly(y), Bird(y)}(z) — Fly(z)) (8)

That is, we are interested in the minimal elements that sat-
isfy the left side of the inclusion, similar to some of the
aforementioned DL approaches, while also specifying the
preference ordering we want to employ. This means that
the domain of any given interpretation would once again
be enhanced with preference orderings and the new syn-
tax would somehow indicate the preference ordering that is
used inside a (default) concept inclusion. In other words,
whereas the inclusion Bird = Fly would be interpreted as
Bird® C Fly?, its default version would translate into and
follow the same semantics of Equation 8, being instead in-
terpreted (roughly) as min (=, Bird?) C FlyZt.

As for more complex and ambiguous statements, consider
the “undergraduate students attend undergraduate courses”

example that we saw at the end of Section 4. No approach
in the literature can adequately handle the various interpre-
tations we gave in Section 4, especially in a DL setting. Our
goal then for future work is to try and express these inter-
pretations in DL terms in a way that would semantically
correspond to the intended formulas of L. Whereas the
question of how to syntactically express such assertions is
certainly non-trivial, we believe that the current framework
could provide a basis for (more elaborately) dealing with
defeasibility in DLs. The biggest advantage perhaps will be
that the properties we presented, both the KLM postulates as
well as defeasible principles like specificity, inheritance and
irrelevance, will continue to hold in any DL language (con-
sider, e.g., Corollary 2 adapted for such a DL). The combi-
nation of employing multiple orderings in the domain of any
interpretation together with using £ and its pfcs to inter-
pret the new default concept inclusions seems to overcome
the difficulties of the established approaches as well as al-
low a more “informed” representation of defaults in any DL
language.

Apart from DLs, we plan to expand on this work in the
future in a number of directions. First, a natural exten-
sion would be to allow quantifying into a pfc. This would
allow an assertion such as “each elephant normally likes
its keeper”, which is somewhat different from our previ-
ous example. Moreover, by allowing quantifying into a pfc,
we would be able to encode nested default assertions, such
as “profs that (normally) give good lectures are (normally)
liked by their students”. Second, we plan to allow for com-
plex expressions in a pfc, and so allow a predicate expression
in place of P in {P(¥),¢(¥)}. Last, as we already men-
tioned in Section 6, a thorough treatment and examination
of nonmonotonic reasoning in £ is also in the works.

8 Conclusion

We have presented a new and well-behaved approach to rep-
resenting default assertions through an expressive language
and novel formalism. This approach takes the position that
normality is not an absolute characteristic of an individual,
but instead is relative to a property (or, in general, relation).
This is achieved via an extension to the language of FOL,
along with an enhancement to models in FOL; a subsequent
result however shows that the approach may be embedded
in standard FOL. The approach allows for a substantially
more expressive language for representing default informa-
tion than previous approaches. Moreover, we show that the
approach possesses quite natural and desirable features and
satisfies the standard KLLM properties. With a variety of fu-
ture directions and promising possible applications, like the
one we briefly discussed for the DL setting, we believe the
current framework presents an interesting new approach to
representing and reasoning about defaults as well as obtain-
ing “well-behaved” nonmonotonic reasoning in general.
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