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Abstract

The AGM paradigm of belief change studies the dy-
namics of belief states in light of new information.
Finding, or even approximating, dependent or rel-
evant beliefs to a change is valuable because, for
example, it can narrow the set of beliefs consid-
ered during belief change operations. Gärdenfors’
preservation criterion (GPC) suggests that formu-
las independent of a belief change should remain
intact. GPC allows to build dependence relations
that are theoretically linked with belief change.
Such dependence relations can in turn be used as
a theoretical benchmark against which to evaluate
other approximate dependence or relevance rela-
tions. There are already some studies, based on
GPC, on the parallelism between belief change and
dependence. One study offers a dependence re-
lation parallel to AGM contraction for belief sets.
Another study links base dependence relation to a
more general belief base contraction, saturated ker-
nel contraction. Here we offer yet a more general
parallelism between kernel contraction and base
dependence. At this level of generalization, differ-
ent types of base dependence emerge. We prove
that this differentiation of base dependence types
is a result of possible redundancy in the base. This
provides a theoretical means to distinguish between
redundant and informative parts of a belief base.

1 Introduction

Research into belief change provides formal means for incor-
porating new and changing information. Alchourrón, Gär-
denfors and Makinson [1985] provide the AGM paradigm of
belief change that idealizes a belief state as a belief set K:
a set of logical formulas that is closed under implication.
One example of belief change operation on K is contraction
which retracts α and other formulas from K as necessary to
ensure α is not implied by the remaining formulas.

During a belief change operation, beliefs independent of a
change should remain intact. Gärdenfors [1990] states this
intuition in the following preservation criterion:

“If a belief state is revised by a sentence A,
then all sentences in K that are independent
of the validity of A should be retained in the
revised state of belief” [Gärdenfors, 1990].

(GPC )

Then, based on GPC, Fariñas del Cerro and Herzig [1996]
(FH) axiomatize a dependence relation, and formalize the
connection between dependence and AGM contraction.

A more practical and important variant of the original
AGM approach uses belief bases instead of belief sets. Belief
bases need not be deductively closed, and are usually finite.
One very general class of base contraction is kernel contrac-
tion [Hansson, 1994], which is a superclass of saturated ker-
nel contraction, itself a superclass of AGM contraction.

In our previous work [Oveisi et al., 2014], using belief
bases instead of belief sets, we introduced base dependence
as a (reversible) generalization of FH’s dependence. Based on
the definitions presented in §6.1, here we will refer to this new
dependence relation as strong base dependence. Thus, based
on GPC, we had indeed established the correspondence be-
tween strong base dependence and saturated kernel contrac-
tion in that work.

Indeed, as seen in both studies based on GPC mentioned
above, GPC allows to build dependence relations that are the-
oretically linked with belief change. Such dependence re-
lations can in turn be used, for example, as a theoretical
benchmark against which to evaluate other approximate de-
pendence or relevance relations.

Therefore, in this work, we aim to capture a yet more gen-
eral base dependence relation to correspond to (full) kernel
contraction, once again based on GPC. After providing the
necessary background in §2, we present an in-depth motiva-
tional example in §3 to show why connecting base depen-
dence and kernel contraction via GPC is desirable.

At this level of generalization, as discussed in §4, different
types of base dependence emerge, namely strong base depen-
dence and weak base dependence. In §5, weak base depen-
dence is shown to be a result of redundancy in the base. In-
deed, this is a second result from our study that can be used as
a theoretical benchmark in other studies. The fact that weak
base dependence captures redundancy may be exploited for
various purposes. For example, one may use weak base de-
pendence to distinguish between redundant and informative
formulas in a belief base. In §6, we offer a generalization of



the formalism provided in our previous work. We will finally
discuss related works in §7, and conclude in §8.

2 Background
2.1 Formal Preliminaries
We assume L to be a propositional language defined on a fi-
nite set of propositional variables or atoms V with Boolean
operators negation ¬, conjunction ∧, disjunction ∨, and im-
plication→. For meta variables over sentences in L, we use
Greek letters α, β, δ, etc. We introduce the sentential con-
stants> and⊥ for convenience, representing truth and falsity
respectively. B ` α represents a logical consequence α of a
set of formulasB. Cn, defined as Cn(B) = {α | B ` α}, is a
consequence operator, a total function taking sets of formulas
to sets of formulas.

2.2 Belief Contraction
To model rational belief change, AGM uses rationality postu-
lates to describe what constitute operators for belief change,
and it also specifies how to construct such operators. Two
example belief contraction postulates, which an AGM con-
traction operator ÷ on K should satisfy, are as follows:

K ÷α is a belief set (closure)
K ÷α ⊆ K (inclusion)
If 0 α then α /∈ K ÷α (success)

Some of our beliefs are more epistemically entrenched than
others, making them harder to give up. Based on this intu-
ition, Gärdenfors [1988] introduced epistemic entrenchment,
and defined the properties of an order relation≤ between sen-
tences. Gärdenfors and Makinson [1988] show that an AGM
contraction operator ÷ can be constructed using a ≤ relation,
and that, conversely, an epistemic entrenchment relation ≤
can be constructed using an AGM contraction operator ÷.

Turning now to belief base contraction, the following are
some other important axioms for belief base contraction:

B ∩ Cn(B÷α) ⊆ B÷α (relative closure)

If α ∈ Cn(B′) iff β ∈ Cn(B′) for all B′ ⊆ B
then B÷α = B÷β (uniformity)

If β ∈ B and β /∈ B÷α then (core-retainment)

α /∈ Cn(B′) and α ∈ Cn(B′ ∪ {β}) for some B′ ⊆ B
Different combinations of the contraction axioms specify dif-
ferent contraction operations. In particular, kernel contrac-
tion operators satisfy success, inclusion, core-retainment and
uniformity. Saturated kernel contraction operators satisfy
success, inclusion, core-retainment, uniformity and relative
closure [Hansson, 1994].

2.3 AGM Contraction and Dependence
Fariñas del Cerro and Herzig [1996] formalize the notion of
dependence and its connection with belief change. They in-
vestigate a binary relation ; on formulas, where α;β reads
as “β depends on α” (or equivalently “α is relevant to β”). In-
dependence, then, is denoted by 6;, which is the complement
of ;, so α 6;β reads as “β is independent of α” (or “α is

irrelevant to β”). They then provide a set of postulates that
any dependence relation ; needs to satisfy.

Similar to epistemic entrenchment, to provide the connec-
tion between dependence and contraction, FH introduce the
two following conditions, Cond; and Cond÷. As men-
tioned in §1, they use GPC as a guiding principle to study
the relation between dependence and belief change. For ex-
ample, if β ∈ K to begin with, but β /∈ K ÷α, then we can
say that β depends on α, or α;β.

α;β iff β ∈ K and β /∈ K ÷α (Cond;)
β ∈ K ÷α iff either ` β or β;β and α 6;β (Cond÷)
They then show that Cond; allows constructing ; using
an AGM contraction ÷, and that Cond÷ allows construct-
ing AGM contraction ÷ using dependence ;. Finally they
present an axiomatic characterization theorem via Cond;.

2.4 Saturated Kernel Contraction and Strong Base
Dependence

In our previous work, Belief Change and Base Dependence,
we further generalized FH’s work, introducing base depen-
dence ;̄ as a relation between formulas w.r.t. a belief base,
instead of a belief set. α ;̄β is read as “β base-depends on
α,” which is the same as α;β except that it also implies that
β ∈ B:
If α ;̄β then β ∈ B. (1)
Indeed, in FH’s work, dependence can only happen between
(contingent) sentences from K, or Cn(B) if K = Cn(B):
If α;β then α ∈ Cn(B) and β ∈ Cn(B). One way to
generalize the dependence relation ; is to make α or β
be from B instead of Cn(B). We had adopted the later:
If α ;̄β then α ∈ Cn(B) and β ∈ B, which implies (1).

The following are the basic postulates of base dependence:
β ∈ B iff either

B̀
β or α ;̄β for some α. (Def-B)

If α ;̄β then β ;̄β. (Cond-IDB)

If α ∈ Cn(B′) iff β ∈ Cn(B′) for all B′ ⊆ B
then α ;̄ δ iff β ;̄ δ. (conjugation)

If α ;̄β then (contribution)

α /∈ Cn(B′) and α ∈ Cn(B′ ∪ {β}) for some B′ ⊆ B.
If α ∈ Cn(B′) and B′ ⊆ B then (modularity)

either ` α or α ;̄β for some β ∈ B′.

If β ∈ Cn(B′) and B′ ⊆ B then (redundancy)

either α 6;̄β or α ;̄ δ for some δ ∈ B′.

Please see [Oveisi et al., 2014] for motivation and interpreta-
tion of these postulates. In some of the postulates and con-
ditions, base entailment

B̀
is used as a simplifying nota-

tion to help represent tautologies present in the base:
B̀
β

means: β ∈ B and ` β.
We next provided the following conditions, again similar

to the epistemic entrenchment approach, and similar to FH’s
conditions Cond; and Cond÷:
α ;̄β iff β ∈ B and β /∈ B÷α. (Cond;̄)
β ∈ B÷α iff either

B̀
β or β ;̄β and α 6;̄β. (Cond÷̄)



Cond;̄ is fairly intuitive. For Cond÷̄, β ∈ B÷α means
either that β is a tautology in B, B̀ β, or that β is a contin-
gent truth in B, β ;̄β, but contraction by α does not lead to
retraction of β from B, α 6;̄β.

Finally using these conditions, we presented characteriza-
tion theorems to link a base dependence satisfying the six ax-
ioms above, and saturated kernel contraction.

Furthermore, we also proved that a base dependence satis-
fying all the six axioms above is a reversible generalization
of FH’s dependence. That is, in the special case when the
underlying belief base is deductively closed (i.e., it is a belief
set), base dependence reduces to dependence.

Note that in the current work, we have a more general def-
inition for base dependence (see Definition 11), compared
to the definition of base dependence used above. Therefore,
based on these new definitions, we can say that our previous
study discussed the correspondence between saturated kernel
contraction and strong base dependence (see Definition 12).

3 Motivation
Both AGM Contraction and Dependence, §2.3, and Saturated
Kernel Contraction and Strong Base Dependence, §2.4, con-
nect the notions of dependence and belief change as two sides
of the same coin. This provides a theoretically sound defini-
tion of dependence in the context of belief change—a the-
oretical benchmark that, for example, other approximating
approaches can be compared against. For instance, one may
study how (in)compatible a given approximate dependence
relation is with saturated kernel contraction.

As a motivating example, consider the syntactical rele-
vance relation R provided by Riani and Wassermann [2004]:
R(α, β) if and only if the formulas α and β share an atom.
Simply put, they consider formulas that share atoms as re-
lated (a.k.a. variable sharing). Then, for instance, to speed up
belief change operations, one may want to find out to what
extent R is compatible with belief change. In the follow-
ing example, we consider only one base dependence axiom
redundancy (see §2.4), and we denote R(α, β) with α ;̄

R
β.

Example 1. Assume that B = {p, q, p ∨ q}, and that ;̄
R

is a relation constructed based on variable sharing such that,
for example, p ;̄

R
p, p 6;̄

R
q and p ;̄

R
(p ∨ q) hold. We show

that ;̄
R

violates redundancy. Let B′ = {q}. Clearly B′ ⊆
B and p ∨ q ∈ Cn(B′), and, as stated above, p ;̄

R
(p ∨ q).
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by α leads to removal of β and ω
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(c) Base-generated contraction with
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α ❀ β and α ❀ δ.
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(f) But ω is still implied by the re-
mainder of B, ω ∈ Cn(B ÷α), so it
only weakly depends on α: α ❀̌ ω.

Cond❀ α ❀α α ❀β α ❀̸ ω α ❀ δ α ❀̸ ι α ❀̸ ϵ
Cond❀̄ α ̸❀̄α α ❀̄β α ❀̄ω α ̸❀̄ δ α ̸❀̄ ι α ̸❀̄ ϵ
Cond❀̂ α ̸❀̂α α ❀̂β α ̸❀̂ω α ̸❀̂ δ α ̸❀̂ ι α ̸❀̂ ϵ
Cond❀̌ α ̸❀̌α α ̸❀̌β α ❀̌ω α ̸❀̌ δ α ̸❀̌ ι α ̸❀̌ ϵ

Figure B.1: Comparing Dependence and various Base Dependence relations.
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(a) (b)

Figure 1: Building (b) base dependence via Cond;̄ is more
complex than (a) dependence via Cond;. Example formulas
α, β, ω, δ, ι, ε fall into different subareas. Let K = Cn(B).

Thus, by redundancy, p ;̄
R
δ for some δ ∈ B′. Since B′ =

{q}, δ can only be q, so p ;̄
R
q. This contradicts p 6;̄

R
q.

Now, let us relax R (as Riani and Wassermann do), and
even though p and q do not share any atoms, we allowR(p, q)
because after all R(p, p ∨ q) and R(p ∨ q, q). Then in Exam-
ple 1, we have p ;̄

R
q, and it will not violate redundancy any

more. That is, we can study to what extent a relation is com-
patible with belief change without referring to belief change
axioms at all. It is far more convenient to conduct a study
about dependence relations using only dependence axioms.

The above example relies on the correspondence between
base dependence and saturated kernel contraction. As the
next step, we would like to be able to make a similar compar-
ison using (full) kernel contraction. This is further motivated
by the fact that kernel contraction is a very general class of
contractions [Hansson, 1999].

4 Different Types of Base Dependence
Construction

To achieve our high-level goal of generalizing previous works
based on GPC to establish a new parallelism between kernel
contraction and base dependence, we start by specifying what
stays the same. We use the same meaning for base depen-
dence (or base relevance) as before. That is, ;̄ is similar to
;, and as in §2.3: α ;̄β means that “β depends on α” or “α
is relevant to β” or “doubting in α leads to doubting in β.”
Additionally, by (1) in §2.4, α ;̄β implies that β ∈ B.

Again similar to previous works, we will need to spec-
ify the axioms of our sought-after base dependence, and to
specify how to construct it using kernel contraction. As men-
tioned above and further discussed in §6.1 (see Definition 11),
it turns out that, being a “generalization,” this new base de-
pendence relation will need to satisfy a subset of the six base
dependence axioms in §2.4. Thus, there will not be any “new”
axioms for the new, generalized base dependence.

Next we consider the construction method for this base de-
pendence relation. We start by noting that our previous for-
malism was constrained with the goal that base dependence
should be a reversible generalization of dependence. That is,
where a base dependence relation corresponds to a belief set
instead of a belief base, the base dependence relation should
reduce to FH’s dependence. Although this is a nice property,
here we aim to further generalize it to the next level. Thus, our
first try is to fully explore the base dependence relations con-
structed via Cond;̄ without constraining the results in any
way. In particular, we will show in this section that there is
more than one way to construct base dependence using base
contraction.

α;α α;β α 6;ω α; δ α 6; ι α 6; ε
α 6;̄α α ;̄β α ;̄ω α 6;̄ δ α 6;̄ ι α 6;̄ ε
α 6;̂α α ;̂β α 6;̂ω α 6;̂ δ α 6;̂ ι α 6;̂ ε
α 6;̌α α 6;̌β α ;̌ω α 6;̌ δ α 6;̌ ι α 6;̌ ε

Table 1: Examples of different types of (base) dependence,
obtained via Cond;, Cond;̄, Cond;̂ and Cond;̌, for the
illustrated formulas in Figure 1.



Throughout this section, Figure 1 will provide a running
example to help illustrate different existing or new concepts
discussed or introduced. To start with the simpler case, con-
sider FH’s use of Cond; (§2.3) to construct a dependence
relation using a given AGM contraction. An example appli-
cation of Cond; is depicted in Figure 1a. It shows a belief
set K along with some set formulas: α, β, ω, δ, ι and ε in
K. It further shows how contracting K by α also results
in retraction of some other formulas: β and δ, and not the
rest of the example formulas. Thus, we conclude by Cond;
that: α;β and α; δ, and that α 6;ω, α 6; ι and α 6; ε.
These results are summarized on the first row of Table 1.

4.1 Base Dependence Constructions
Construction 1: Base Dependence
We have already seen the condition in Cond;̄ in §2.4:

α ;̄β iff β ∈ B and β /∈ B÷α. (Cond;̄)

Figure 1b shows a belief base B and its logical closure
Cn(B). Here, some formulas from base B have been re-
tracted, namely, β and ω, so that the remaining set, B÷α,
does not imply α anymore. By Cond;̄, then, we conclude
that β and ω base-depend on α: α ;̄β and α ;̄ω. Cond;̄
maintains its intuitive appeal as a reasonable formalization
of GPC. Nevertheless, there remains some subtleties that we
will explore next.

Construction 2: Strong Base Dependence
Before discussing the next base dependence construct, let us
once again consider FH’s Cond;, but this time transformed
to an equivalent base-generated representation:

α;β iff β ∈ Cn(B) and β /∈ Cn(B÷α). (Cond;)

Now, comparing Cond; above and Cond;̄ makes it clear
that indeed there is another possible formalization of GPC for
belief bases as follows:

α ;̂β iff β ∈ B and β /∈ Cn(B÷α). (Cond;̂)

This provides a stronger condition for base dependence
than Cond;̄ because B÷α ⊆ Cn(B÷α) by the standard
inclusion property of the Cn operator.

Going back to Figure 1b, we saw that by Cond;̄: α ;̄β
and α ;̄ω. However, according to Cond;̂, β has strong
base dependence on α, α ;̂β, but ω does not, α 6;̂ω. When
contracting B by α, β is retracted whether we consider the
contraction remaining set, B÷α, or its closure, Cn(B÷α).
This is not the case for ω, which we will study next.

Construction 3: Weak Base Dependence
To further investigate the difference between Cond;̄ and
Cond;̂, observe that ω is originally in B, and it is then re-
tracted as a result of contractingB by α, ω /∈ B÷α, but later
it is reintroduced as a logical implication of the contracted set,
ω ∈ Cn(B÷α). We refer to this non-persistent base depen-
dence of ω on α as weak base dependence, denoted by α ;̌ω.
On the one hand, α ;̌ω refers to a kind of base dependence
in the sense that ω is removed from the base as a result of con-
tracting by α. On the other hand, it does not fully capture the
concept of dependence because ω is still implicitly present in

the consequences of the contracted set. Thus even though it is
a kind of base dependence, it is a weak dependence. Basically
a base dependence which is not a strong base dependence is
a weak base dependence, which can be specified as follows:

α ;̌β iff β ∈ B and β /∈ B÷α and β ∈ Cn(B÷α).
(Cond;̌)

4.2 Connections Among (Base) Dependence
Constructions

The above-mentioned base dependence constructions as well
as FH’s dependence construction Cond; are all connected.
For example, a base dependence between two formulas,
α ;̄β, either is a strong base dependence, α ;̂β, or is a
weak base dependence, α ;̌β.
Theorem 2. Given relations ;̄, ;̂, ;̌ and ÷ for base B
such that Cond;̄, Cond;̂ and Cond;̌ hold, the following
also holds: α ;̄β iff α ;̂β or α ;̌β

The proof is rather straightforward by comparing the right
hand sides of the three conditions. Indeed, base depen-
dence and strong base dependence become equivalent when
there is no weak base dependence. This is guaranteed when
relative closure is satisfied (as also shown by Theorem 10).
Theorem 3. Given relations ;̄, ;̂, ;̌ and ÷ for base
B such that Cond;̄, Cond;̂ and Cond;̌ hold and
relative closure is satisfied, the base dependence relation ;̄

and the strong base dependence relation ;̂ are equivalent:
α ;̄β iff α ;̂β.

If β ∈ B and β ∈ Cn(B÷α) then by relative closure,
B ∩Cn(B÷α) ⊆ B÷α, β ∈ B÷α also holds. Thus weak
base dependence cannot happen. Then, by Theorem 2, we
have α ;̄β iff α ;̂β.

Finally, in this section, we establish the connection be-
tween dependence and base dependence. In the presence of
relative closure or equivalently in the absence of weak base
dependence, base dependence is equivalent to dependence for
the formulas in the base.
Theorem 4. Given relations ;̄, ; and ÷ for base B such
that Cond;̄ and Cond; hold and relative closure is satis-
fied, the following holds too: α ;̄β iff β ∈ B and α;β.

This result paves the way to show next that when B is log-
ically closed, B = Cn(B), base dependence and dependence
become equivalent. This is depicted in Figure 2 on the fol-
lowing page.
Theorem 5. Given relations ;̄, ; and ÷ for base B such
that Cond;̄ and Cond; hold and closure is satisfied, in the
special case where B is logically closed, ;̄ reduces to ;:
α ;̄β iff α;β.

Note that this is consistent with our previous results, stating
that base dependence is a reversible generalization of depen-
dence.

5 Redundancy Resulting in Different Types of
Base Dependence

Based on the results from §4, we are now interested to know
when there is no weak base dependence because then, for ex-
ample, we can say when base dependence and strong base
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Figure 4.3: Dependence is a special case of base dependence

A useful special case is when A = ∅. For example, ⊢̄ β means β is a tautology
in the base: β ∈ B and ⊢ β. One important usage is to help handling tautologies
in base dependence axioms. Such axioms are primarily concerned with contingencies,
but they have to also deal with tautologies, usually as exceptional cases.

As a side note, a more general usage of Definition 4.11 could be in a study of
redundancy in belief bases: A ⊢̄ β signifies that β is both derived and already present

in the base. One special case of such a situation is when A is the empty set ∅, so
we have ⊢̄ β which we saw above. From this perspective, β is a tautology, which is
redundantly in the base too. However, since we are deliberately avoiding weak base
dependence, which is closely related to redundancy in the base (see §4.4.2 on page 59),
the general form of base entailment, A ⊢̄ β, is not as useful as the special case, ⊢̄ β,
for our work here.

4.5.1 Using Base Dependence to Reconstruct Belief Bases

As we saw in Chapter 3, there is a belief set K associated with a dependence relation
❀. Fariñas and Herzig provide the following definition to recreate a belief set K❀

given a dependence ❀ relation:

K❀

def
= {α | ⊢ α or α ❀β for some β}.

Figure 2: Dependence is a special case of base dependence.

dependence are equivalent. Formally, we define absence of
weak base dependence as follows:
Definition 6. Given relations ;̌ and ÷ for base B such that
Cond;̌ holds, we say that: there is no weak base dependence
if and only if α 6;̌β for all formulas α and β.

In this section we show that there is a powerful correspon-
dence between two seemingly different concepts: weak base
dependence and redundancy of belief bases.

We offer the following definition to clarify what redun-
dancy in a base means.
Definition 7. β is redundant in B with respect to B′ if and
only if B′ ⊆ B and β ∈ B and β /∈ B′ and β ∈ Cn(B′).

The following theorem shows that weak base dependence
exists exactly when some redundant contracted statements are
still implied by the remaining statements.
Theorem 8. Given relations ;̌ and ÷ for base B, where
inclusion holds, Cond;̌ is equivalent to the following:
α ;̌β iff β is redundant in B with respect to B÷α.

One immediate and interesting implication of this theorem
is that weak base dependence cannot occur in a belief base
that contains no redundancy.
Corollary 9. Given relations ;̌ and ÷ for base B such that
Cond;̌ and inclusion hold, the following also holds: ifB has
no redundancy, then it contains no weak base dependence.

To summarize the results so far, let us consider Defini-
tion 6. Note that for any β /∈ B, it trivially holds by Cond;̌
that α 6;̌β for all α. More interesting instances of absence of
weak base dependence can occur when β ∈ B. It is a prop-
erty of the belief base B and/or the contraction operator ÷
used that determines whether any weak base dependence can
exist. By Corollary 9, if base B does not contain any redun-
dancy, then there will be no weak base dependence involving
any of its formulas. Also by Theorem 8, neither will there
be any weak base dependence via a contraction operation ÷
using Cond;̌ that can properly handle any redundancy that
may exist in the base B.

The following theorem formally identifies relative closure
as the condition under which there does not exist weak base
dependence between any given pair of sentences.
Theorem 10. Given relations ;̌ and ÷ for base B such that
Cond;̌ holds, there is no weak base dependence if and
only if relative closure holds for ÷.

Thus, avoidance of weak base dependence can be achieved
solely based on the properties of the corresponding contrac-
tion operator. A base dependence constructed using a con-
traction operator that satisfies relative closure is guaranteed
to avoid weak base dependence altogether.

6 Kernel Contraction and Base Dependence
We are now at a position to further generalize the formalism
we offered in [Oveisi et al., 2014]. That is, we want to move
from a parallelism between saturated kernel contraction and
strong base dependence to another more general parallelism
between kernel contraction and base dependence, based on
GPC.

6.1 Definitions and Assumptions
We know that a subset of saturated kernel contraction ax-
ioms specifies the more general kernel contraction [Hansson,
1994]. We may expect something similar for the two respec-
tive base dependence relations as well: starting from the six
base dependence axioms in §2.4, and finding the appropriate
subset of these axioms. First observation is that the saturated
kernel contraction has exactly one axiom more than kernel
contraction: relative closure. Another observation is that in
many important theorems relative closure turns out to have a
very substantial role.

For example, in §4.2, we saw that, in the presence of
relative closure, Cond;̂ and Cond;̄ become equivalent by
Theorem 3. This in turn means that for the results in our pre-
vious work, Cond;̄ can be replaced with Cond;̂. That is
because relative closure was present in all of our theorems
that used Cond;̄. Indeed, that is why it sounds reasonable
to rename the base dependence relations in that study “strong
base dependence” because they are always constructed using
the stronger condition Cond;̂, either explicitly or implicitly
(by combining Cond;̄ and relative closure).

One last observation is that the combined results from The-
orems 8 and 10 from §5 show that any contraction opera-
tor that satisfies relative closure can handle any redundancy
in the base such that weak base dependency cannot happen.
Figure 1b may help to see this point at a more intuitive level.
Basically, the darker shaded area, which is the result of redun-
dancy and gives rise to weak base dependence, cannot exist
in the presence of relative closure.



All of these observations suggest that at least one of the
strong base dependence axioms that is crucial for handling re-
dundancy is redundancy! (Please refer to [Oveisi et al., 2014]
for a more detailed discussion and example on this axiom.)

Indeed, the theorems presented in this section confirm this
point. That is, redundancy is the only axiom different be-
tween base dependence (built by Cond;̄) and strong base
dependence (built by Cond;̂). Therefore, we offer the fol-
lowing definitions to simplify the expressions of the upcom-
ing theorems.
Definition 11. A relation ;̄ is a base dependence if and
only if it satisfies the axioms Def-B, Cond-IDB , conjugation,
contribution and modularity.
Definition 12. A relation ;̄ is a strong base dependence if
and only if it is a base dependence that satisfies redundancy.

Therefore, the base dependence studied in our previous
work was indeed strong base dependence by Definition 12.

In the remaining of this section, we present the theorems
that show that there is a mutual correspondence between ker-
nel contraction and base dependence (Definition 11).
Remark 13. Please note that in any place that we follow
mostly what has been done in previous studies [Fariñas del
Cerro and Herzig, 1996; Oveisi et al., 2014], we avoid re-
peating the explanations provided in those studies, and we
may just state so.

6.2 From Base Dependence to Contraction
To construct a contraction operator ÷, assume all the fol-
lowing are present: a base dependence relation ;̄ (Defini-
tion 11), B̀ (§2.4), and Cond÷̄. B̀ is effectively used to de-
termine the tautologies present in the base T ⊆ B where
T = {β | B̀ β}.

In common with the previous studies (Remark 13), we can
obtain B using ;̄ and

B̀
:

B = B;̄ = {β | B̀ β or α ;̄β for some α} .
Theorem 14 states that the contraction operator÷ obtained

from ;̄ is indeed a kernel contraction.
Theorem 14 (Base Dependence to Contraction). Given rela-
tions ;̄ and ÷ for base B such that Cond÷̄ holds, if ;̄ is a
base dependence, then ÷ is a kernel contraction.

To prove this theorem, we show one by one that the pos-
tulates of kernel contraction also hold, assuming Cond÷̄ and
postulates of base dependence hold.

6.3 From Contraction to Base Dependence
Assume the following are present: a kernel contraction oper-
ator ÷, and Cond;̄. Theorem 15 states that, given the above
assumptions, all axioms of base dependence ;̄ relation are
satisfied.
Theorem 15 (Contraction to Base Dependence). Given rela-
tions ;̄ and ÷ for base B such that Cond;̄ holds, if ÷ is a
kernel contraction, then ;̄ is a base dependence.

For this theorem, we show one by one that the properties
of base dependence hold, assuming Cond;̄ and axioms of
kernel contraction.

6.4 Axiomatic Characterization
In order to provide an axiomatic characterization theorem, in
common with the previous works (Remark 13), we assume
that the given contraction operator satisfies inclusion.

Theorem 16 (Characterization). Let the relations ;̄ and ÷
for baseB be such that÷ satisfies inclusion, and that Cond;̄
holds. Then, ÷ is a kernel contraction if and only if ;̄ is a
base dependence.

To prove this characterization theorem, we show that in
presence of inclusion, Cond;̄ entails Cond÷̄. Thus, assum-
ing inclusion and Cond;̄, based on Theorems 14 and 15,
kernel contraction and base dependence are logically equiva-
lent.

7 Discussion and Related Work
Many authors have shown interest in defining the con-
cepts of dependence/relevance of formulas. Hansson and
Wassermann [2002] classify the works of these authors into
two groups. One group, which includes [Parikh, 1999;
Chopra and Parikh, 2000; Makinson and Kourousias, 2006;
Kourousias and Makinson, 2007; Makinson, 2007; Ji et al.,
2008; Suntisrivaraporn et al., 2008; Ismail and Kasrin, 2010;
Wu et al., 2011; Perrussel et al., 2011; Falappa et al., 2011],
captures dependence/relevance of formulas through syntac-
tical means, including variable sharing and language split-
ting. The other group has focused on inferential depen-
dency of formulas. In other words, how some formulas con-
tribute to the inference of some other formulas. Examples
of authors interested in this approach include [Fariñas del
Cerro and Herzig, 1996; Hansson and Wassermann, 2002;
Cuenca Grau et al., 2007; Oveisi et al., 2014], as well as
the present work. Usually, syntactical approaches are sim-
pler and more efficient computationally as opposed to infer-
ential approaches. On the other hand, inferential approaches
usually give a more accurate and tighter definition of depen-
dence/relevance.

8 Conclusion
Gärdenfors’ preservation criterion suggests a particularly in-
teresting way of establishing a link between belief change and
dependence. Such dependence relations can in turn be used
as a theoretical benchmark against which to evaluate other ap-
proximate dependence or relevance relations. We have built
on GPC and provided the most general formulation of it cur-
rently available (to the best of our knowledge). Basically,
there are three corresponding pairs: (1) AGM contraction is
a subclass of (2) saturated kernel contraction, which is a sub-
class of (3) kernel contraction; likewise, (1) FH’s dependence
is a subclass of (2) strong base dependence, which is a sub-
class of (3) base dependence. Our formalism connects the
most general pair (3) above: kernel contraction and base de-
pendence.

We have explored different conditions to construct base
dependence relations using belief contraction operators. In
doing so we have fully expanded the usage of an existing
condition to construct base dependence, Cond;̄. We have
also come up with new conditions, strong base dependence



Cond;̂ and weak base dependence Cond;̌, and described
their various relations to one another.

We also provide the means to study redundancy in light of
weak base dependence. The fact that weak base dependence
captures redundancy may be exploited for different purposes.
For example, one may use weak base dependence to distin-
guish between redundant and informative formulas in a belief
base.
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