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Abstract—Established in 2005, YouTube has become the most
successful Internet website providing a new generation of short
video sharing service. Today, YouTube alone consumes as much
bandwidth as did the entire Internet in year 2000 [1]. Under-
standing the features of YouTube and similar video sharing sites
is thus crucial to their sustainable development and to network
traffic engineering. In this paper, using traces crawled in a 1.5-year
span (from February 2007 to September 2008), we present an
in-depth and systematic measurement study on the characteristics
of YouTube videos. We find that YouTube videos have noticeably
different statistics compared to traditional streaming videos,
ranging from length, access pattern, to their active life span. The
series of datasets also allow us to identify the growth trend of this
fast evolving Internet site, which has seldom been explored before.
We also look closely at the social networking aspect of YouTube, as
this is a key driving force toward its success. In particular, we find
that the links to related videos generated by uploaders’ choices
form a small-world network. This suggests that the videos have
strong correlations with each other, and creates opportunities for
developing novel caching and peer-to-peer distribution schemes
to efficiently deliver videos to end users.

Index Terms—Measurement, peer-to-peer, social network,
YouTube.

I. INTRODUCTION

T HE recent four years have witnessed an explosion of
networked video sharing as a new killer Internet applica-

tion. The most successful site, YouTube, now enjoys more than
6 billion videos being watched every month [2]. The success
of similar sites like the new Yahoo! Video and Youku (the
most popular video sharing site in China), and the expensive
acquisition of YouTube by Google [3], further confirm the
mass market interest. Their great achievement lies in the com-
bination of the content-rich videos and, equally or even more
importantly, the establishment of a social network. The systems
allow content suppliers to upload videos effortlessly, and to tag
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uploaded videos with keywords and links to other videos. Users
can easily share videos by mailing links to them, or embedding
them in blogs. The videos are no longer independent from
each other with the clients browsing them following the links.
Consequently, popular videos can rise to the top in a very
organic fashion. With no doubt, these sites are changing the
content distribution landscape and even the popular culture.
Established in 2005, YouTube is one of the fastest-growing

websites, and has become the third most accessed site in the
Internet, as surveyed by Alexa [4]. An April 2008 report esti-
mated that YouTube consumed as much bandwidth as did the
entire Internet in year 2000 [1], and industry insiders estimate
that YouTube spends roughly $1 million a day to pay for its
server bandwidth [5]. On the other hand, a recent study revealed
that the performance of YouTube is much worse than many
other measured sites [6]. Therefore, understanding the features
of YouTube-like sites is crucial to network traffic engineering
and to the sustainable development of this new generation of
service.
In this paper, we present an in-depth and systematic mea-

surement study on the characteristics of YouTube videos. We
crawled the YouTube site for a four-month period in early 2007,
collecting three million distinct videos’ information. We con-
ducted a second round of crawling for a seven-month period
in 2008, and have obtained 59 datasets totaling 5, 043, 082 dis-
tinct videos’ information, which is, to our knowledge, the largest
dataset crawled so far. From this large collection of datasets,
we find that YouTube videos have noticeably different statistics
from traditional streaming videos, in aspects from video length
to access pattern. The long span of the two rounds of measure-
ment also enables us to examine new features that have not been
addressed in previous measurement studies, for example, the
growth trend and active life span.
We also look closely at the social networking aspect of

YouTube, as this is a key driving force toward the success
of YouTube and similar sites. In particular, we find that the
links to related videos generated by uploader’s choices form
a small-world network. This suggests that the videos have
strong correlations with each other, and creates opportunities
for developing novel caching and peer-to-peer distribution
schemes to efficiently deliver videos to end users.
The rest of the paper is organized as follows. Section II

presents the related work. Section III describes our method
of gathering information of YouTube videos, which is then
analyzed in Section IV. Section V further analyzes the social
networking aspect. Section VI discusses the implications of the
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results, and suggests ways that the YouTube service could be
improved. Finally, Section VII concludes the paper.

II. RELATED WORK

There have been significant research efforts into under-
standing the workloads of traditional media servers, looking at,
for example, the video popularity and access locality [7]–[10].
We have carefully compared their measurement results with
ours, and have found that, while sharing similar features, many
of the video statistics of these traditional media servers are
quite different from YouTube-like sites, e.g., the video length
distribution, user access pattern and active life span. More
importantly, these traditional studies lack a social network
among the videos.
We have seen simultaneous works investigating YouTube and

similar Web 2.0 sites in the past four years. Cha et al. studied
YouTube and DaumUCC, the most popular user-generated con-
tent (UGC) service in Korea. They examined the user behavior,
identified the key elements that shape the popularity distribu-
tion, and also proposed some improvement for UGC design
[11]. Gill et al. tracked YouTube transactions in a campus net-
work, focusing on deriving video access patterns from the net-
work edge perspective, and also discussed the improvement ap-
proaches such as caching and CDNs [12]. Our work comple-
ments theirs by crawling a much larger set of the videos and
thus being able to more accurately measure their global proper-
ties, in particular, the social network, which was not addressed
in those works.
Halvey et al. were the first to study the social network as-

pect in YouTube, focusing mainly on users [13]. Mislove et al.
studied four online social networking sites (Flickr, YouTube,
LiveJournal and Orkut), and confirmed the power-law, small-
world and scale-free properties of online social networks [14].
Our study complements these existing works, including our pre-
vious work [15], by the long-term measurement that spans 1.5
years. It facilitates our understanding of the evolution and the
latest development of this rapidly evolving service. We focus on
the networks of YouTube videos, which are indirectly formed by
user interactions yet have more significant implication than the
networks of users. We also present initial attempts to exploring
the social networks for accelerating content distribution.

III. METHODOLOGY OF MEASUREMENT

We have built a YouTube crawler and collected the YouTube
videos’ information through a combination of the YouTube API
and scrapes of YouTube videoweb pages. In this section, we first
briefly introduce the YouTube techniques, and then describe our
YouTube crawler and the crawled datasets.

A. YouTube Video Format and Meta-Data

YouTube’s video playback technology is based on Adobe’s
Flash Player, which allows YouTube to display videos with
quality comparable to well established video playback tech-
nologies (such as Windows Media Player, QuickTime and
Realplayer). YouTube accepts uploaded videos in many for-
mats, which are converted into the .FLV (Adobe Flash Video)
format after uploading. It is well recognized that the use of
a uniform easily-playable format is critical in the success of

TABLE I
META-DATA OF A YOUTUBE VIDEO

YouTube. During the course of our measurement, YouTube
used the H.263 video codec, and it introduced “high quality”
format that uses the H.264 codec for better viewing quality in
late 2008 [16]. Our measurement and conclusions however are
largely independent of these changes.
YouTube assigns each video a distinct 11-digit ID composed

of 0–9, a-z, A-Z, -, and _. Each video contains the following
intuitive meta-data: video ID, user who uploaded it, date when
it was added, category, length, number of views, ratings and
comments, and a list of “related videos”. The related videos are
links to other videos that have similar titles, descriptions, or tags,
all of which are chosen by the uploader. A YouTube page only
shows at most 20 related videos at once, so we also limit our
scrape to these top 20 related videos. A typical example of the
meta-data is shown in Table I.

B. YouTube Crawler

Given the links between the videos, we consider all the
YouTube videos to form a directed graph, where each video
is a node in the graph. If video is in the related video list of
video , then there is a directed edge from to . Our crawler
uses a breadth-first search (BFS) to find videos in the graph.1

We define the initial set of a list of IDs, which the crawler reads
in to a queue at the beginning of the crawl. When processing
each video, it checks the list of related videos and adds any new
ones to the queue. Given a video ID, the crawler first extracts
information from the YouTube API [17], which contains all the
meta-data except for date added, category and related videos.
The crawler then scrapes the video’s webpage to obtain the
remaining information.
We ran our crawler every two days, thus obtaining a number

of datasets. In most cases, the crawl ended when it finished
crawling the fourth depth each time. We started our crawl on
February 22nd, 2007, and the first round ended on May 18th,
2007, collecting 2,994,947 videos. We started the second round
of crawling on March 27th, 2008. On average, the crawler
found 81 thousand distinct videos each time. The crawl ended
on September 8th, 2008, collecting 5,043,082 videos, in which
only 8.3% of the data were also crawled in the first round,
suggesting that YouTube is rapidly growing.
To study the growth trend of the video popularity, we also

used the crawler to update the statistics of some previously

1We use BFS because it can easily find the active videos that are close to the
YouTube entry page with no bias. It also facilitates our control of the crawling
scale, so that each crawl of a dataset will not last for a long time, which will be
unsuitable for measurement of some dynamic characteristics, e.g., number of
views.
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found videos. For this crawl we only retrieved the number
of views for relatively new videos. In 2007, we obtained 7
datasets in a two-month period. In 2008, we re-collected this
information, crawling once a week from April to September
2008, which resulted in 21 datasets. We will be focusing on the
2008 data, which represents the latest development of YouTube,
and we will point out noticeable and interesting differences
between the 2008 and 2007 data.
We also separately crawled the file size and bitrate informa-

tion. To get the file size, the crawler retrieved the response infor-
mation from the server when requesting to download the video
file and extracted the information on the size of the download.
Some videos also have the bitrate embedded in the FLV video
meta-data, which the crawler extracted after downloading the
meta-data of the video file.
Finally, the crawler retrieved information on the number of

uploaded videos and friends of each user from theYouTubeAPI,
for a total of more than 2 million users.
All the crawled data are available online at http://netsg.cs.

sfu.ca/youtubedata.html.

IV. CHARACTERISTICS OF YOUTUBE VIDEO

Our crawled videos constitute a good portion of the entire
YouTube video repository (around 120 million videos as of
September, 2008). Because most of these videos can be ac-
cessed from the YouTube homepage in less than 10 clicks,
they are generally active and thus representative for measuring
characteristics of the repository. We will also show later that
our crawled datasets are not biased.
In themeasurements, some characteristics of a video are static

and can be measured once from the entire dataset (e.g., cate-
gory, length and date added). Some characteristics are dynamic,
which change from dataset to dataset (e.g., number of views).
We consider this dynamic information to be static over a single
crawl. Later, the updated number of views information will be
used to measure the growth trend and active life span of videos.

A. Video Category

In YouTube, one of the 15 categories is selected by a user
when uploading a video. Table II lists the number and per-
centage of all the categories. In our entire dataset, we can
see that the distribution is highly skewed: the most popular
category is “Entertainment”, at about 25.4%, and the second
is “Music”, at about 24.8%. These two categories of videos
constitute half of the entire YouTube videos, suggesting that
YouTube is mainly an entertainment-like site.

B. Video Length

The length of YouTube videos is the most distinguished dif-
ference from traditional media contents. Whereas most tradi-
tional servers contain a significant portion of long videos, typi-
cally 1–2 hour movies (e.g., HPLabs Media Server [9] and On-
lineTVRecorder [18]), YouTube is mostly comprised of short
video clips. In our entire dataset, 98.0% of the videos’ lengths
are within 600 seconds. This is mainly due to the limit of 10
minutes imposed by YouTube on regular users uploads. We do
find videos longer than this limit though, because the YouTube

TABLE II
LIST OF YOUTUBE VIDEO CATEGORIES

Fig. 1. Distribution of YouTube video length.

Director Program allows a small group of authorized users to
upload videos longer than 10 minutes [19].
Fig. 1 shows the histogram and cumulative distribution func-

tion (CDF) of YouTube videos’ lengths within 700 seconds,
which exhibits three peaks. The first peak is within one minute,
and contains 20.0% of the videos, which shows that YouTube
is primarily a site for very short videos. The second peak is be-
tween 3 and 4 minutes, and contains about 17.4% of the videos.
As shown in Fig. 2, this peak corresponds to the videos in the
“Music” category, which is the second most popular category
for YouTube. The third peak is near the maximum of 10 min-
utes, and is caused by the limit on the length of uploaded videos.
This encourages some users to circumvent the length restriction
by dividing long videos into several parts, each being near the
limit of 10 minutes. Similar reason also explains the peaks at
around every exact minute.
Fig. 2 shows the video length distributions for the top four

most popular categories. “Entertainment” videos have a similar
distribution as the entire videos’, and have the greatest peak
at around 10 minutes. This is because a great portion of these
videos are talk shows, which are typically a half hour to several
hours in length, but have been cut into several parts near 10
minutes. “Music” videos have a very large peak between three
and four minutes (29.1%). “Comedy” and “People & Blogs”
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Fig. 2. Length distributions for the four top categories.

Fig. 3. Distribution of YouTube video file size.

videos have more videos within two minutes (53.1% and 41.7%
respectively), likely corresponding to “highlight” type of clips.

C. Video File Size and Video Bitrate

Using video IDs from a normal crawl, we retrieved the file
size of more than 130 thousand videos. Not surprisingly, we
find that the distribution of video sizes is very similar to the
distribution of video lengths, due to the constant bitrate (CBR)
coding mode used in YouTube. We plot the histogram and CDF
of YouTube video file sizes in Fig. 3. In our crawled data, 99.1%
of the videos are less than 25 MB. For the 2008 dataset, we cal-
culate an average video file size to be 7.6 MB, which is smaller
than that of the 2007 dataset (8.4 MB), so there are more and
more short videos uploaded. Nevertheless, considering there are
nearly 120million YouTube videos, the total disk space required
to store all the videos is nearly 900 TB! Smart storage manage-
ment is thus quite demanding for such an ultra-huge and still
growing site, which we will discuss in more detail in Section VI.

We found that 99.6% of the videos we crawled contained FLV
meta-data specifying the video’s bitrate in the beginning of the
file. For the rest of the videos, we calculate an average bitrate
from the file size and its length. As shown in Fig. 4, the videos’

Fig. 4. Distribution of YouTube video bitrate.

TABLE III
STATISTICS OF VIDEO LENGTH, FILE SIZE AND BITRATE

bitrate has a clear peak at around 320 kbps, with two other peaks
at around 285 kbps and 200 kbps. This implies that YouTube
videos have a moderate bitrate that balances quality and band-
width. Table III lists the statistics of video length, file size and
video bitrate.

D. Date Added—Uploading Trend

During our crawl, we recorded the date that each video was
uploaded, so as to study the YouTube’s uploading trend. Fig. 5
shows the number of new videos added every two weeks in
our entire crawled dataset of 2008. YouTube was established
on February 15th, 2005, and we can see there is a slow start,
as the earliest video we crawled was uploaded 8 days after that
day. Note that, we can get the early videos only if they are still
quite active or are linked to by other videos we crawled. After 6
months from YouTube’s establishment, the number of uploaded
videos increases steeply. This trend can be well fitted by a power
law curve, as shown in Fig. 5.
In the dataset we collected, the number of uploaded videos

decreases steeply starting in March, 2008. However, this does
not imply that the uploading rate of YouTube videos has sud-
denly decreased. The reason is that, by that time, many newly
uploaded videos had yet to be included in other videos’ related
list, and thus could not be found by our crawler unless they were
very popular right after uploading. We have found that the 2007
data also shows this feature, and the 2008 data indeed confirms
that the uploading trend does not decrease.

E. Views—User Access Pattern

The number of views a video has had is another important
characteristic we measured, as it reflects the popularity and ac-
cess patterns of the videos. Because this property is changing
over time, we cannot measure it from the entire dataset that com-
bines all the data together. Therefore we use a single dataset
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Fig. 5. Number of YouTube videos added in crawled data.

Fig. 6. YouTube videos’ views against rank.

containing more than 150 thousand videos, which can be con-
sidered relatively static. We have examined all the datasets, and
others also show the same result.
Fig. 6 shows the number of views as a function of the rank of

the video by its popularity. Though the plot has a long tail on the
linear scale, it does not follow the well-known Zipf distribution

[20], which should be a straight line on a log-log scale.
We can see in the figure, the beginning of the curve is linear on a
log-log scale, but the tail (after th videos) decreases tremen-
dously, indicating there are not so many unpopular videos as
Zipf’s law predicts. We believe that this is because the links
among videos enable each of them being browsed by interested
viewers through various paths. Another reason might be a user
will access to his/her own video several times after uploading
it to check if it is successfully uploaded, and thus there are few
videos that have never been accessed or only once.
While previous measurements on traditional media servers

also found that video accesses to a media server does not follow
the Zipf’s law [7]–[10], our result differs from theirs in which
the curve either is skewed from beginning to end or does not
have the heavy tail. Their results indicate that the popular videos
are also not as popular as Zipf’s law predicts, which is not the
case in YouTube.

Fig. 7. Recently added videos’ views against rank.

Fig. 8. YouTube videos’ incremental views against rank.

To fit the skewed curve, previous studies have used a con-
catenation of two Zipf distributions [8] or a generalized Zipf
distribution [9]. However, we find that the Gamma and Weibull
distributions both fit better than the Zipf, due to the heavy tail (in
log-log scale) that they have.We also calculate the coefficient of
determination with to measure the fitness, and as the figure
shows, the Gamma distribution is better than the Weibull, and
both are much better than the Zipf.
We were initially concerned that the crawled data might be

biased, as popular videos may appear in our BFS more likely
than non-popular ones. Since the entire video name space is
too large ( ), a direct random sampling can be quite difficult.
Therefore, we had been saving the recently added videos from
the YouTube RSS feed for four weeks, as sampling from these
is close to random. We update the views counts of these videos,
and plot in Fig. 7. The leftmost (blue) plot is the videos added
during the first week only (i.e., all the 3–4 weeks old videos),
while the rightmost (red) plot contains all the videos (i.e., all
the 0–4 weeks old videos). There is a clear heavy tail in all the
plots, verifying that our BFS crawl does find non-popular videos
just as well as it finds popular ones. Using the 21 datasets of
updated views, we calculate the incremental views of the videos
for different spans of time, as shown in Fig. 8. We can see as
the time passes, the curve has a more and more heavy tail, also
confirming this.
Next, we investigate the correlation between video’s length

and number of views. We divide the dataset into five groups and
calculate the statistics of views, as list the statistics in Table IV.
We can see that medium-length videos (151 s–240 s and 241
s–420 s) are relatively more popular than very short videos and
long videos. However, we find that the deviations in all of the
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TABLE IV
CORRELATION BETWEEN LENGTH AND VIEWS

TABLE V
CORRELATION BETWEEN VIDEO AGE AND VIEWS

five groups are very large, and the correlation coefficient of
video length and number of views is 0.007, implying that the
correlation is indeed pretty weak.
Finally, we examine the correlation between video age and

number of views, which is shown in Table V. Not surprisingly,
the video age affects the number of views (correlation coeffi-
cient being 0.166), because older videos have more opportu-
nity to be accessed. However, we can see in the younger video
groups there are very popular videos, and in the older video
group there are very unpopular videos. In fact, the deviations
in all the groups are quite large. This indicates that different
videos have different growth trends, i.e., the videos’ popular-
ities increase in various speeds.

F. Growth Trend of Number of Views and Active Life Span

To model the growth trend, starting from April 16th, 2008,
we updated the number of views of relatively new videos every
week for 21 weeks. We eliminate the videos that have been re-
moved, resulting in 120 thousand videos for evaluating.
We have found that the growth trend can be modeled better

by a power law than a linear fit. A video can have an increasing
growth (if the power is greater than 1), a constant growth trend
(power close to 1), or a slowing growth (power less than 1). The
trend depends on the exponent, which we call the growth trend
factor . Let be the number of weeks that the video has been
uploaded before the first update, and be the number of views
the video had in the first dataset. We have

(1)

We evaluate the 120 thousand videos using (1) to get the
distribution of their growth trend factors , which is shown in
Fig. 9. We also plot the growth trend factor of the 2007 data.
For the 2008 data, over 80% of the videos have a factor being
less than 1, indicating that most videos grow more and more
slowly as time passes. We notice that this number is greater than
the 2007 data, implying that YouTube is growing fast and new
videos are uploaded more frequently.
Since YouTube has no policy on removing videos after a pe-

riod of time, the life span of YouTube videos is generally infi-
nite. However, for a video of growth trend factor less than 1, its
popularity will almost stop growing after a certain time; more

Fig. 9. Distribution of video growth trend factor.

Fig. 10. Distribution of estimated active life span.

formally, if its number of views increases by a factor less than
a threshold from the previous week, we define its active life
span to be over. We can compute this active life span from

, that is,

(2)

Fig. 10 shows the complementary cumulative distribution
function (CCDF) for the active life span of the approximately
95 thousand videos (with less than 1), for a threshold of

. It can be roughly fitted by a Pareto CCDF ,
where indicates the offset of the fitted line, and the the
parameter is about 1.100. From looking at multiple fits
with various values of , we find that they all result in similar
parameter , and the only difference is the offset ( ) of the
line, because the model reflects the relative increase (threshold
) instead of the absolute increase.
Since the server logs of YouTube are not publicly available,

we cannot directly measure the temporal locality that shows
whether recently accessed videos are likely to be accessed in
the near future. Fortunately, the active life span gives us a way
to estimate the temporal locality. Specifically, the fitted Pareto
distribution in Fig. 10 implies that most of the videos have
been watched frequently only in a short span of time, and after
a video’s active life span, fewer people will access it. This
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Fig. 11. Numbers of ratings and comments against ranks.

TABLE VI
STATISTICS OF VIEWS, RATINGS AND COMMENTS

Fig. 12. Number of uploads and friends against ranks.

characteristic has good implications for web caching and server
storage. We can design a predictor to forecast the active life
span using our active life span model, which can help a proxy
or server to make more intelligent decisions, such as when to
drop a video from the cache.

V. THE SOCIAL NETWORK IN YOUTUBE

YouTube is a prominent social media service: there are com-
munities and groups in YouTube, and so videos are no longer
independent from each other. We next examine the social net-
works among YouTube users and videos, which is a very unique
and interesting aspect of this new generation of video sharing
sites.

Fig. 13. Two sample graphs of YouTube videos and their links. (a) 1000 nodes.
(b) 4000 nodes.

A. User Ratings & Comments, Friends and Upload

YouTube currently hasmore than 11million registered users,2

who can login to upload video or watch some restricted videos.
A registered user can also add another user to their friend list so
as to conveniently watch their friends’ videos. Our crawler has
found 2.1 million distinct registered users from all the crawls,
which constitute a quite good portion of the existing registered
users.
We first study the statistics of number of ratings and com-

ments from the same dataset as we did number of views. Since
a user needs to log in to rate and comment a video, the number of
ratings and comments partially reflect the user behavior. Fig. 11
plots the number of ratings against the rank, and also for the
comments. The two have a similar distribution, and we note that
the tails do not drop so quickly as that of the number of views,
indicating that they are more Zipf-like. This is because the rat-
ings and comments cannot be accessed from the other videos.
We also list the statistics of ratings and comments in Table VI,
along with views, and the statistics of the 2007 data for com-
parison. We can see that both comments and ratings are much
fewer than views, and many videos do not have a single rating
or comment. Interestingly, the number of videos that have no
rating or comment decreases compared with the 2007 data, in-
dicating that users are more willing to rate and make comments
than before.
In Fig. 12, the blue line plots the rank of user uploaded videos’

count. The distribution is similar to those of views, ratings and
comments. We find that many users have uploaded a few videos,
and a small number of users have uploaded many videos. Since
the user IDs we collected are from the previous crawled video
data, all of these users have uploaded at least one video. How-
ever, the information of users that do not upload videos cannot
be directly crawled, though we believe that there are a huge
number of such users.
We also plot the rank of number of friends each user has in

Fig. 12 as the red line. Interestingly, we find that 40.3% of the
users have no friends in all these user data. Therefore, we can see
that having friends does not affect the access pattern, so that the
relationships between users are not very strong. This suggests

2A channel search for “*” as a wildcard character in YouTube returns more
than 11 million channels, of which each registered user has one.
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that the social network existing among users is of less impact.
We will thus focus on the networks among videos, which are
indirectly formed with user interactions.

B. The Small-World in YouTube Videos

Small-world network phenomenon is probably the most in-
teresting characteristic for social networks. Milgram [21] initi-
ated the study of small-world networks when investigating the
phenomenon that people are linked by short chains of acquain-
tances (a.k.a. six degrees of separation). Such networks possess
characteristics of both random and regular graphs [22]. More
formally, given the network as a graph , the clus-
tering coefficient of a node is the proportion of all
the possible edges between neighbors of the node that actually
exist in the graph, and the clustering coefficient of the graph,

, is the average of the clustering coefficients of all nodes.
The characteristic path length of a node is the average
of the minimum number of hops it takes to reach all other nodes
in and the characteristic path length of the graph, , is
then the average of the characteristic path lengths of all nodes.
A small-world network has a large clustering coefficient like a
regular graph, but also has a small characteristic path length like
a random graph.
We measured the graph topology for the network of YouTube

videos, by using the related links in YouTube pages to form di-
rected edges in a video graph. Videos that have no outgoing
or no incoming links are removed from the analysis. Some vi-
sual illustrations for parts of the network (about 1000 and 4000
nodes) are shown in Fig. 13.
From the entire crawled data, we obtain four datasets for mea-

surement, each consisting different order of magnitude number
of videos. Since not all of the YouTube videos were crawled, the
graphs are not strongly connected, making it difficult to calcu-
late the path length. Thus we use the largest strongly connected
component of each graph for the measurements. For compar-
ison, we also generate random graphs that are strongly con-
nected. Each of the random graphs has the same number of
nodes and average node degree of the datasets.
Fig. 14(a) shows the clustering coefficient for the graph, as

a function of the size of the dataset. The clustering coefficient
is quite high (between 0.2 and 0.3), especially in comparison
to the random graphs (nearly 0). There is a slow decreasing
trend in the clustering coefficient, showing that there is some
inverse dependence on the size of the graph, which is common
for small-world networks [23]. Fig. 14(b) shows the character-
istic path length for the graphs. We can see that the average
diameter (between 10 and 15) is only slightly larger than the
diameter of a random graph (between 4 and 8), which is quite
good considering the still large clustering coefficient of these
datasets. Moreover, as the size of graph increases, the charac-
teristic path length decreases for the YouTube video graph, but
increases for the random graph. This phenomena further verifies
that the YouTube graph is a small-world network.
The small-world characteristics of the video graph can also

be observed from the their visual illustrations (see Fig. 13).
The clustering coefficient is large compared to the same sized
random graph, while the characteristic path lengths are ap-
proaching the short path lengths in the random graphs. We

Fig. 14. Small-world characteristic of YouTube videos. (a) Clustering coeffi-
cient. (b) Characteristic path length.

believe this is due to the user-generated nature of the tags,
titles, and descriptions of the videos that is used by YouTube
to find related ones. The results are similar to other real-world
user-generated graphs that exist, yet their parameters can be
quite different. For example, the graph formed by URL links in
the World Wide Web exhibits a much longer characteristic path
length of 18.59 [24]. This is likely due to the larger number
of nodes (8 in the web), but it also indicates that the
YouTube network of videos is a much closer group.

VI. FURTHER DISCUSSIONS

We next discuss the implications of our measurement results
toward improving the YouTube service. Given that YouTube is
suffering from the huge bandwidth cost but it indeed survives
only by attracting more users, scalability is no doubt the biggest
challenge it faces, and is thus also our focus.

A. Implications on Proxy Caching and Storage Management

Caching frequently used data at proxies close to clients is
an effective way to save backbone bandwidth and prevent
users from experiencing excessive access delays. Numerous
algorithms have been developed for caching web objects or
streaming videos [25]. While we believe that YouTube will
benefit from proxy caching, three distinct features call for
novel cache designs. First, the number of YouTube videos (120
million) is orders of magnitude higher than that of traditional
video services (e.g., 2999 in HPC and 412 in HPL [9]). Second,
the size of YouTube videos (99.1% being less than 25 MB)
is much smaller than a traditional video (a typical MPEG
movie of 700 MB). Finally, the view frequencies of YouTube
videos do not well fit a Zipf distribution, which has important
implications on web caching [26].
Considering these factors, full-object caching for web or seg-

ment caching for streaming video are not practical solutions for
YouTube. Prefix caching [27] is probably the best choice. As-
sume for each video, the proxy will cache a 10 second initial
prefix, i.e., about 400 KB of the video. Given the Gamma dis-
tribution of view frequency suggested by our measurements,
we calculate and plot the hit-ratio as a function of the cache
size in Fig. 15, assuming that the cache space is devoted only
to the most popular videos. To achieve an 80% hit-ratio, the
proxy would require less than 8 GB of disk space for the cur-
rent YouTube video repository, which is acceptable for today’s
proxy servers.
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Fig. 15. Prefix caching hit-ratio as a function of cache size.

Fig. 16. Correlation of views and median of neighbors’ views.

The cache efficiency can be further improved by exploring
the small-world characteristic of the related video links. That
is, if a group of videos have a tight relation, then a user is
likely to watch another video in the group after finishing the
first one. This expectation is confirmed by Fig. 16, which shows
a clear correlation (correlation coefficient being 0.749) between
the number of views for a videos and the median views of its
related videos. Once a video is played and cached, the prefixes
of its directly related videos can also be pre-fetched and cached,
if the cache space allows.
A remaining critical issue is when to release the space for a

cached video, given the constant evolution of YouTube’s video
repository. Currently, videos on a YouTube server will not be re-
moved by the operator unless they violate the terms of service.
With around 15 hours of video being uploaded every minute
(approximate 370,000 videos every day) [28], the server storage
will soon become a problem.We have found in Section IV-F that
the active life span of YouTube videos roughly follows a Pareto
distribution, implying that most videos are popular during a rel-
atively short span of time. Therefore, a predictor can be devel-
oped to forecast the active life span of a video (using (2)). With
the predictor, the proxy can decide which videos have already
passed their life span, and replace it if the cache space is insuf-
ficient. Also a hierarchical storage structure can be built with

videos passing their active life span being moved to slower and
cheaper storage media.

B. Can Peer-to-Peer Save YouTube?

In the mean time of the booming of YouTube-like sites,
peer-to-peer has evolved into a promising communication
paradigm for large-scale content sharing. With each peer con-
tributing its bandwidth to serve others, a peer-to-peer overlay
scales extremely well with larger user bases. Besides file
sharing, it has been quite successful in supporting large-scale
live streaming [29] (e.g., CoolStreaming [30] and PPLive [31])
and on-demand video streaming, thus naturally being believed
as an accelerator of great potentials for YouTube-like video
sharing services.
Unfortunately, using peer-to-peer delivery for short video

clips can be quite challenging, evidently from our measurement
results on YouTube. In particular, the length of a YouTube video
is short, so the long startup delay becomes unacceptable. A user
often quickly loads another video when finishing the previous
one, so the overlay will suffer from an extremely high churn
rate. Moreover, there are a huge number of videos with highly
skewed popularity, thus many of the peer-to-peer overlays will
be too small to function well. They together make existing
per-file based overlay design inefficient. Previous study on
MSN Video has suggested a peer-assisted VoD (PA-VoD) [10].
However, we notice that the statistics for MSN Video are quite
different from YouTube, particularly in terms of lengths, and
consequently PA-VoD may not perform well. On the other
hand, our social network finding could be explored to address
the above challenges.
We envision a social-network assisted peer-to-peer system

customized for short video sharing [32]. A distinct feature is that
a peer caches all its previously played videos, and makes them
available for re-distributing. All the peers that are watching a
particular video or that have previously cached it and are serving
as potential suppliers form an overlay for this video. The system
further introduces an upper-layer overlay on top of the overlays
of individual videos, as shown in Fig. 17. When a peer finishes
watching a video, it checks its neighbors about the availability of
the next video, and the neighbors will further check with theirs.
Intuitively, this upper-layer overlay exploits the clustering prop-
erty of the social network, which brings these peers of similar
interests closer. We also further introduce a social network as-
sisted pre-fetching mechanism to achieve fast and smooth tran-
sition [32].
We have performed both simulations and PlanetLab [33] pro-

totype experiments to verify the effectiveness of our proposed
design. The simulation is based on the latest crawled dataset,
and we also emulate the real Internet environment by consid-
ering different bandwidth capacity. In the PlanetLab experi-
ment, we have conducted a series experiment with the number
of online nodes ranging from 50 to 235 (the maximum number
of active nodes on PlanetLab during our experiment). As com-
parison, we have also implemented the client/server system and
PA-VoD, a state-of-the-art system that relieves server stress of
MSN videos [10]. In PA-VoD, the clients also serve as peers to
relay traffic, but unlike our design, they do not cache and share
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Fig. 17. Illustration of a bi-layer overlay.

Fig. 18. Server bandwidth consumptions (simulation).

videos that they have downloaded, and it is also blind to the ex-
istence of social networks.
Fig. 18 compares the server bandwidth consumptions, where

the results are normalized by the total bandwidth of the pure
client/server system. It is obvious that our system saves more
server bandwidth than PA-VoD does for all client populations.
More importantly, the consumption drops more quickly than
that of PA-VoD when the number of clients increases, sug-
gesting that our design is quite scalable with client population.
Fig. 19 shows the CDF of the normalized server bandwidth for
PlanetLab experiment. Clearly, our system saves more server
bandwidth: for 200 concurrent clients, near 55% of them have
downloaded less than three fifths traffic from server; in contrast,
only 10% peers save that much bandwidth in PA-VoD. We also
examine the startup delay which is the interval from selecting
a new video to starting play this video, as shown in Fig. 20.
We can see more than 95% peers have an average startup
delay shorter than 4 seconds with social network assisted
pre-fetching, whereas only 70% peers can achieve this without
it.

VII. CONCLUSION

This paper has presented a detailed investigation of the char-
acteristics of YouTube, the most popular Internet short video
sharing site to date. Through examining millions of long-term

Fig. 19. CDF of normalized server traffic (PlanetLab).

Fig. 20. CDF of startup delays (PlanetLab).

YouTube video data, we have demonstrated that, while sharing
certain similar features with traditional video system, YouTube
exhibits many unique characteristics, especially in length dis-
tribution, access pattern and growth trend. These characteristics
introduce novel challenges and opportunities for optimizing the
performance of short video sharing services.
We have also investigated the social network of YouTube

videos, which is probably the most unique and interesting
aspect, and has substantially contributed to the success of this
new generation of service. We have found that the networks
of related videos, which are chosen based on user preferences,
have noticeable small-world characteristics, namely a large
clustering coefficient indicating the grouping of videos, and a
short characteristic path length linking any two videos.
We have suggested that these features can be exploited to

facilitate the design of novel caching and peer-to-peer strategies
for short video sharing. We have presented some initial results
of a social network assisted peer-to-peer short video streaming
system, and shown that it effectively reduces the workload of
server, improves the quality of playback, and scales well to large
client populations.
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