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Abstract—In modern distributed cyber-physical systems (CPS), information fusion often plays a key role in automate and self-adaptive

decision making process. However, given the heterogeneous and distributed nature of modern CPSs, it is a great challenge to operate

CPSs with the compromised data integrity and unreliable communication links. In this paper, we study the distributed state estimation

problem under the false data injection attack (FDIA) with probabilistic communication networks. We propose an integrated ”detection +

fusion” solution, which is based on the Kullback-Leibler divergences (KLD) between local posteriors and therefore does not require the

exchange of raw sensor data. For the FDIA detection step, the KLDs are used to cluster nodes in the probability space and to partition

the space into secure and insecure subspaces. By approximating the distribution of the KLDs with a general x2 distribution and

calculating its tail probability, we provide an analysis of the detection error rate. For the information fusion step, we discuss the potential

risk of double counting the shared prior information in the KLD-based consensus formulation method. We show that if the local

posteriors are updated from the shared prior, the increased number of neighbouring nodes will lead to the diminished information gain.

To overcome this problem, we propose a near-optimal distributed information fusion solution with properly weighted prior and data

likelihood. Finally, we present simulation results for the integrated solution. We discuss the impact of network connectivity on the

empirical detection error rate and the accuracy of state estimation.

Index Terms—Distributed cyber-physical system, information fusion, false data injection attack, Kullback-Leibler divergence
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1 INTRODUCTION

INFORMATION fusion is a technique of combining informa-
tion from multiple sources, in order to enhance the sys-

tem’s knowledge about the physical world [1], [2]. In a
typical design of distributed cyber-physical systems (CPSs),
tasks such as control and optimization are solved. Informa-
tion fusion serves as a stepping stone for intelligent and
autonomous decision making, and therefore has a great
impact on the system’s quality of service (QoS). As the sens-
ing and communication technologies become ubiquitous
today, information fusion has been widely applied in dis-
tributed CPSs, such as power grids management [3], vehicu-
lar sensing networks [4], [5], smart buildings or cities [6],
and health-care applications using body area sensors [7].

However, CPSs operated over distributed networks are
under increasing risk of various attacks [8], [9]. From the
perspective of information fusion, the availability and the
integrity of information are of the greatest concern. Unfortu-
nately both properties can be imperilled in an adversarial
environment: the availability of information can be compro-
mised by the denial-of-service (DoS) attacks on the network

layer, such as jamming attacks on the wireless channels,
which reduce the probability of successful information
transmission; the integrity of information can be under-
mined by the false data injection attack (FDIA), which is a
type of deception attacks implemented by hijacking vulner-
able nodes and manipulating their sensors’ data. Consider-
ing the threat of the FDIA and unreliable communication
links, it is especially challenging to perform secure informa-
tion fusion in distributed CPSs operated over distributed
networks. First, as the system offloads computations and
decision making tasks to individual nodes, only the local
and neighbours’ information are available for the FDIA
detector. Second, the distributed and probabilistic commu-
nication poses difficulties to the dissemination of raw sensor
measurements, such as the heavy signalling messages for
data caching and synchronization. Therefore, it is preferable
for the distributed CPS to exchange the latest processed
information which encapsulates historical data, instead of
disseminating raw sensor measurements.

Studies have been dedicated to designing secure and
robust information fusion solutions for CPSs. However,
majority of the existing solutions are based on the assumption
that the local filtering residuals can be accessed in a central-
ized manner via the communication network with a deter-
ministic topology [10], [11], [12], [13]. In many real-world
systems (such as a network of autonomous vehicles), the
information is exchanged in a distributedmanner and the net-
work topology is time-variant [5]. Thus an important task for
distributed CPSs is to detect FDIA and carry out secure infor-
mation fusion, when local information are exchanged with
neighbours via probabilistic communications.

� X. Liu is with the Department of Information Technology, Uppsala
University, 752 36 Uppsala, Sweden. E-mail: xiuming.liu@it.uu.se.

� E. C.-H. Ngai is with the Department of Electrical and Electronic
Engineering, The University of Hong Kong, Hong Kong.
E-mail: chngai@eee.hku.hk.

� J. Liu is with the School of Computing Science, Simon Fraser University,
Vancouver, BC V6B 5K3, Canada. E-mail: jcliu@cs.sfu.ca.

Manuscript received 11 Feb. 2019; revised 18 Nov. 2019; accepted 10 Jan.
2020. Date of publication 24 Jan. 2020; date of current version 2 Apr. 2021.
(Corresponding author: Edith C. H. Ngai.)
Digital Object Identifier no. 10.1109/TMC.2020.2969352

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 20, NO. 5, MAY 2021 2041

1536-1233 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht _tps://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: SIMON FRASER UNIVERSITY. Downloaded on January 15,2022 at 10:10:14 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-6783-9351
https://orcid.org/0000-0001-6783-9351
https://orcid.org/0000-0001-6783-9351
https://orcid.org/0000-0001-6783-9351
https://orcid.org/0000-0001-6783-9351
https://orcid.org/0000-0002-3454-8731
https://orcid.org/0000-0002-3454-8731
https://orcid.org/0000-0002-3454-8731
https://orcid.org/0000-0002-3454-8731
https://orcid.org/0000-0002-3454-8731
https://orcid.org/0000-0001-6592-1984
https://orcid.org/0000-0001-6592-1984
https://orcid.org/0000-0001-6592-1984
https://orcid.org/0000-0001-6592-1984
https://orcid.org/0000-0001-6592-1984
mailto:xiuming.liu@it.uu.se
mailto:chngai@eee.hku.hk
mailto:jcliu@cs.sfu.ca


In this paper, we study the problem of secure informa-
tion fusion in distributed CPSs. Specifically, the problem is
formulated as a distributed state estimation problem with
FDIA and probabilistic communications. The local informa-
tion are exchanged between neighbouring nodes in the
mobile network with a time-variant topology. We propose
an integrated solution to detect the FDIA and perform infor-
mation fusion, based on the Kullback-Leibler divergences
(KLDs) between local posterior distributions [14]. The pro-
posed solution consists of three sequential steps, which are
executed in an iterative manner: 1) Local bayesian filtering
(LBF), which updates the local posterior with the latest sen-
sor measurements; 2) KLD-based FDIA detection, which
performs hierarchical clustering of local posteriors based on
the average symmetrised KLDs matrix; 3) KLD-based con-
sensus formulation, which dynamically weights the shared
priors and local data likelihoods. By carrying out both theo-
retical analysis and numerical simulations, we validate the
KLD-based detection and consensus formulation methods,
and provide interesting insights and interpretations in
terms of information geometry. Finally the proposed solu-
tion is demonstrated with an application of spatial-temporal
signal monitoring, using a mobile sensor network. The per-
formance of the proposed solution is examined under dif-
ferent levels of network connectivity.

The contributions of this paper are summarized as the
following.

� We proposed an integrated ”detection + fusion”
solution for the distributed state estimation problem
with probabilistic communications. The solution
does not require dissemination or synchronization of
raw sensor measurements, and can be implemented
in mobile networks with dynamic typologies;

� We design a novel KLD-based FDIA detector. The
average symmetrised KLDs between local posteriors
can be approximated with general x2 distributions.
We present an theoretical analysis of the detection
error rate based on the tail probabilities of the sym-
metrised KLDs.

� We present a KLD-based consensus formulation,
where the shared priors and local data likelihoods
are dynamically weighted in order to avoid double
counting the shared information. This method signif-
icantly reduces the performance gap between the
near-optimal distributed solution and the optimal
centralized solution.

The paper is organized as the following. In Section 2, we
review the literature related to distributed estimation under
FDIA. In Section 3, we present the system model and an
overview of the proposed solution. The FDIA detetor design
and its performance analysis are presented in Section 4. The
information fusion algorithm is presented in Section 5. In
Section 6, we provide simulation results and discussions to
verify the proposed solution. Finally, we conclude this
paper and discuss future work in Section 7.

2 RELATED WORK

As the risk of cyber-physical attacks increases significantly in
the modern society, significant research effort has been

dedicated to improve the robustness of CPSs under various
types of attacks. In [8], the authors reviewed the general
problem of secure control in CPSs, and concluded that robust
state estimation method is one of the important components
for survivable CPSs. The performance of detectors and esti-
mators, such as the Kalman filter, has been studied under the
packet drop and FDIA [10], [15]. The smart and feasible strat-
egies of both defence and attack have been investigated, rely-
ing on the centralised x2 test of the measurement residual or
the Kalman filter’s prediction residual [11]. Yan et al. pre-
sented a protection mechanism for consensus-based spec-
trum sensing with outlier detection, when the system is
under covert adaptive data injection attacks [16]. More
recently, the distributed detection and secure estimation
problem was studied in [17], [18]. The distributed FDIA
detection under jamming attack was studied very recently in
[18], where the system consisted of decoupled sensing and
processing networks. Machine learning detection methods
gain increasing attentions too. For example, a neural network
based detectionmethod against FDI attacks was presented in
[13]. Nevertheless, the problem of secure information fusion
in distributed CPSs with probabilistic communications is yet
to be investigated.

In parallel, the distributed information fusion in net-
worked systems has been investigated intensively [19]. The
development of distributed Kalman-consensus filters has
enabled information fusion based on local and neighbours’
estimates [20], [21]. As reported by the authors in [20], the
algorithms based on all-to-all communications are infeasible
for large networks. Therefore it is reasonable to focus on the
consensus filtering methods which only require communi-
cation between neighbours. Another advantage of the con-
sensus-based methods is that, they are naturally robust to
the probabilistic communication networks as well as the
false data: the error covariance matrices are utilized to
quantify the uncertainty of local posteriors and hence to
weight their contributions to the final estimation result.

The KLD-based anomaly detection and information fusion
methods have attracted increasing attentions recently. Mathe-
matically, the KLD between two probability density functions
(PDFs) piðxxÞ and pjðxxÞ of the randomvariable xx is given by

DKLðpi jj pjÞ ¼
Z

piðxxÞ ln piðxxÞ
pjðxxÞ dxx;

which has several meaningful interpretations. In bayesian
filtering, the KLD between a prior and a posterior measures
the information gain of observing the sensor data [22]. In
information geometry, the KLD measures the difference
between two PDFs in a space of functions [23]. In the follow-
ing we review related work about KLD-based detection and
information fusion, and discuss the difference between
existing methods and the proposed solution.

KLD-Based False Data Detection

The KLD has been used as ametric of differences between dis-
tributions of normal and false data in many probabilistic
detection problems [24], [25], [26], [27]. In [12], the authors
investigated the FDI detection problem for power grid sys-
tems. A centralized detector is able to access the historical data
collected from the network and compare the distributions of
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current variations and the distributions of historical varia-
tions. In [28], the authors studied the fault detection prob-
lem using KLDs between healthy and test data. In [29], the
author studied the multi-sensor fusion and fault detection
problem. The authors used the KLDs between the data dis-
tributions obtained from the prediction step and the correc-
tion step to detect and isolate the fault. More recently, Guo
et al. studied the FDIA from the attacker’s point of view
[30]. The authors define the KLD between the distributions
of secure and modified measurement innovation as a mea-
sure of the stealthiness of an attack scheme. However, few
of previous KLD-based detectors are designed for fully dis-
tributed and mobile networks with probabilistic communi-
cation links. And most of the previous detectors are based
on the sample KLDs, which is a random variable itself [31]
and therefore not reliable as a metric for the detection. A
more reliable detector shall utilize the different statistical
properties of the sample KLDs between secure data distri-
butions and KLDs between secure and false data distribu-
tions. In this paper, we design a FDIA detector based on
the average symmetrised KLD matrix, which is an empiri-
cal estimation of the first cumulant of the distribution of
the symmetrised KLDs.

KLD-Based Information Fusion. On the other hand, given a
set of posterior distributions of the system’s states, the
KLDs between those posteriors can be used to generate a
consensus distribution. The KLD-based consensus filtering
method was first studied by Battistelli et al. [32]. The authors
defined the consensus as the probability distribution which
minimizes the average KLD to neighbours’ local posteriors,
and provided the proof of guaranteed stability for such fil-
tering method. The KLD-based fusion method has been
applied for the multi-object estimation and multi-target
density problem [33], [34]. More recently, in [35], the KLD-
based consensus filtering is integrated with the hybrid Ber-
noulli random set filtering for secure state estimation for
CPSs, when the clustered sensors and fusion nodes are
under various attacks. Nevertheless, the prior information
can be shared by a subset of the network, and therefore
enlarges the performance gap between the centralized opti-
mal solution and the distributed solution. It is unclear that
how the double-counting prior information problem shall
be avoided in those previous studies. In this work we will
address the problem of double-counting prior information
by dynamically weighting the shared priors and local data
likelihoods.

3 SYSTEM MODEL

In this section, we present the state-space model for the
dynamic process and the distributed network. We also pres-
ent the models for probabilistic communications and false
data injection attacks. In the end, we give a overview of the
proposed solution.

3.1 System Dynamics and Distributed Sensing

Consider a discrete linear time-invariant (LTI) system moni-
tored by a distributed network of N nodes. The state space
model of the dynamic and the distributed sensing network is

xxt ¼ AAxxt�1 þ wwt; (1)

yyi;t ¼ HHixxt þ eei;t; (2)

where in the dynamic Equation (1), xxt 2 RM is the multidi-
mensional system states, AA is the system dynamic matrix,
and wwt � Nð00;SSwwÞ is the stochastic input process at time t;
in the distributed sensing Equation (2), yyi;t is the measure-
ment of node i at time t, HHi is the sensing matrix of node i,
and eei;t � i.i.d Nð0; s2

eeIIÞ is the measurement noise.
As it is pointed out in [20], the sensing matrixHHi are gen-

erally different across the network for different nodes, mean-
ing that each node is monitoring different sub-dimensions
of the states vector xxt. For example, when xxt is a spatial-
temporal signal and the network is a vehicular network,
each node in the network is measuring the signal at different
locations. Nevertheless, themeasurements between different
sensors are correlated. For example, the covariance matrix
SSww describes the spatial covariances of the stochastic process
wwt. In case of a disconnected network and therefore informa-
tion fusion cannot be performed, node i produces a local pos-
terior piðxxtÞ solely based on yyi;t. This is implemented by a
local bayesian filter on node i. The upper block of Fig. 1a
illustrates the model of distributed sensing and the local
bayesian filter.

3.2 Probabilistic Communications

The communication links of the distributed network at time
t is modelled with an undirected random graph Gt ¼ ðV; EtÞ,
where V ¼ f1; . . . ; Ng is the set of nodes and Et is the set of
edges which change according to t. For nodes fi; jg 2 V, the
probability of establishing a communication link between i
and j is Prði; jÞ depends on the locations of the nodes. In

Fig. 1. An illustration of the system model and an overview of the proposed solution: (a) The sensing and filtering models of the secure case and the
corrupted case. (b) The distributed and probabilistic communication. (c) The proposed solution consists of local bayesian filtering, FDI detection, and
consensus formulation.
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wireless communication, Prði; jÞ is a function of the distance
between i and j and the channel conditions. We adopt an
exponentially decaying function, which depends on the dis-
tance between a pair of nodes, to model the probability of
establishing a communication link between i and j:

Prði; jÞ ¼ expð��jjssi � ssjjj2Þ; (3)

where ssi and ssj are the coordinates of nodes i and j respec-
tively, and � is the decay rate. Under poor radio propaga-
tion condition, the decay rate � is large and therefore Prði; jÞ
is degraded for i and j. If the communication link ði; jÞ is
successfully established at time t, node j is node i’s neigh-
bour, j 2 NtðiÞ, and vice versa. At time t, node i has the
access to local posteriors of itself and from its neighbours:

piðxxtÞ and fpjðxxtÞ j j 2 NtðiÞg:

Considering the time-variant network topology and the
probabilistic communications, the information are shared in
an asynchronized manner between neighbouring nodes. In
the network, a node processes the incoming information and
share its latest estimate of the system states via broadcasting
messages to its neighboring nodes. For example, as illustrated
in Fig. 2, node i received local posteriors (fp1; p2; p3g) from its
neighbors at different moments, while node i’s previous itera-
tion of information fusion is still executing. Those newly
received messages are stored in the memory and will be used
in the next iteration of information fusion. Therefore, the exe-
cution time of the information fusion task depends on the
batch size of received local posteriors.

3.3 The Attack Model

Next we present the FDIA model. Assuming that the
attacker is able to hijack node j and manipulate its measure-
ments by exploring the system’s vulnerabilities, the integ-
rity of information from node j is compromised.

Definition 1 (False Data Injection Attack). The distributed
sensing equation under the FDI attack is

yy0j;t ¼ HHjxxt þ eej;t þ vvj;t; (4)

where vvj;t is the injected false data with configurable level of
variance s2

vv.

An illustration of the FDI attack model is shown in the
lower block of Fig. 1a, where vvj;t is injected into the sensor’s
local measurement which then becomes the input of the
local bayesian filter. For centralized systems, especially the
electrical power grids, intensive research effort has been
dedicated to constructing a smart attack sequence fvvj;t j t ¼
0; . . . ; Tg. We refer readers to [36] for a comprehensive
review. The most common idea is to design the attack
sequence such that it can bypass the x2 hypothesis test
based on the measurement residual or the Kalman predic-
tion residual [10], [11]. However, in the distributed CPS, it
is infeasible for attackers to have global access to raw mea-
surement data or local bayesian filters’ gains. Therefore it
remains as a research question of how to smartly construct
false data sequences which can bypass the distributed
detection. Although it is not the focus of this study, we will
briefly discuss this question based on our proposed FDIA
detector in the next section.

3.4 An Overview of the Solution

At time t, node i is in possession of three information ele-
ments: the information fusion result from previous time
step pþi ðxxt�1Þ; the local measurements yyi;t; and, in case of
NtðiÞ 6¼ ;, the local posteriors from its neighbours fpjðxxtÞ
j j 2 NtðiÞg. The goal is to produce a combined estimate of
current system states pþi ðxxtÞ. The proposed solution consists
of three sequential steps which are executed in an on-line
manner: (a) local bayesian filtering, (b) FDI detection, and
(c) consensus formulation. An overview of the proposed
solution is illustrated in Fig. 1c.

Based on the previous information fusion result pþi ðxxt�1Þ
and the dynamic model (1), a local predictive distribution
p�i ðxxtÞ � N ðmm�

i;t;SS
�
i;tÞ is given by the Chapman-Kolmogorov

equation

p�i ðxxtÞ ¼
Z

pðxxt j xxt�1Þpþi ðxxt�1Þdxxt; (5)

and the local posterior is

piðxxtÞ ¼
pðyyi;t j xxtÞp�i ðxxtÞR
pðyyi;t j xxtÞp�i ðxxtÞdxxt

: (6)

For the linear Gaussian dynamic system described in
Equations (1) and (2), the local filtering mean and covari-
ance are given by the closed-form solution (Kalman filter).
For non-linear dynamic system, the filtering mean and
covariance can be estimated using the sequential Monte
Carlo (SMC) methods, such as the particle filter [37]. In case
of the current neighbour set of node i is an empty set, the
local posterior will be used as the estimate of the current
system states xxt. That is, if NtðiÞ ¼ ;, pþi ðxxtÞ ¼ piðxxtÞ �
N ðmmi;t;SSi;tÞ.

Assuming NtðiÞ 6¼ ;. At time t, node i receives the local
posteriors fpjðxxtÞ j j 2 NtðiÞg. Using the proposed FDIA
detector in Section 4, node i then identifies the secure subset
of neighbours N�

t ðiÞ � NtðiÞ. Thereafter, node i combines
the local posteriors from its secure neighbours and pro-
duced an updated estimate pþi ðxxtÞ, using the KLD-based
fusion method in Section 5.

Fig. 2. An illustration of the asynchronous communication. At node i, the
communication and the information fusion layers are running concur-
rently. When an information fusion task Tc0 is executing, newly received
local posteriors (p1; p2; p3) are stored in the memory. When Tc1 starts,
the information fusion task takes the information in the memory as the
input, and broadcast its output to neighboring nodes. The execution time
of a information fusion task depends on the batch size of received local
posteriors.
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4 FDIA DETECTION AND ANALYSIS

In this section, we design the FDIA detector for distributed
CPSs operated over probabilistic communication networks.
We also present a performance analysis for the proposed
FDIA detector.

4.1 KLD-Based FDI Detection

Assuming NtðiÞ 6¼ ;, at time t, node i receives the local pos-
teriors fpjðxxtÞ j j 2 NtðiÞg. The goal is to identify local pos-
teriors which are produced by nodes under FDIA.

In the information geometry theory, the local posteriors
of node i and its neighbours can be viewed as points in a
manifold of probability distributions. In this regard, the
problem of detecting the FDIA can be intuitively interpreted
as the problem of finding a boundary of the sub-manifold
which consists of the secure local posteriors. See Fig. 3a for
an illustration. A node is identified as under the FDIA if it
produces a local posterior which locates outside of the
boundary. Therefore, it is crucial to define a metric which
measures the distance between a pair of local posteriors,
and then find a proper threshold of the distance which
defines the decision boundary. The divergence between a
pair of local posteriors, piðxxtÞ and pjðxxtÞ, can be measured
by the KLD, DKLðpi jj pjÞ, which equals zero if and only if
piðxxtÞ ¼ pjðxxtÞ. By constructing the matrix of symmetrised
KLDs, the FDIA can be detected by applying the clustering-
based detection techniques [38].

Nevertheless, there are two difficulties for identifying the
FDIA by clustering directly based on the symmetrised
KLDs. First, due to probabilistic communications and the
time-variant set of neighbours NtðiÞ, it is likely that node i
only evaluates the symmetrised KLD between a small num-
ber of local posteriors at time t. Second, the local posterior
produced by the local bayesian filter is dependent of the
measurement yyi;t, which is a random variable, hence the
symmetrised KLD matrix evaluated at time t is a random
matrix. The clustering method based on the elements of the
random symmetrised KLD matrix is unreliable.

In light of the above discussion, we design a FDIA detec-
tor based on the average symmetrised KLD. To begin with,
node i initiates a N �N average symmetrised KLD matrix,
denoted as DDi;t¼0. At time t, node i updates the elements
DDi;tði; jÞ ¼ DDi;tðj; iÞ for node j 2 NtðiÞwith the average sym-
metrised KLD. The elements of the average symmetrised

KLDmatrix can be evaluated in an on-line manner

DDi;tði; jÞ ¼ DDi;t�1ði; jÞ þDSKLðpi jj pjÞ �DDi;t�1ði; jÞ
Ni;j

; (7)

whereNi;j is the counter value of node j being the neighbour
of node i since the beginning of time. Similarly, the elements
DDi;tðj; j0Þ ¼ DDi;tðj0; jÞ can be updated for the pair of nodes
ðj; j0Þ 2 NtðiÞ. As the time evolves, each node constructs the
average symmetrised KLD matrix for the network. Finally,
the hierarchical clustering and the decision boundary are
applied to the latest average symmetrised KLD matrix. The
KLD-based FDIA detector is summarized in Algorithm 1.

Algorithm 1. The KLD-Based FDI Detector

1: for all i 2 V at time t ¼ 0 do
2: initiateDDi;t¼0;
3: end for
4: for all i 2 V at time t do
5: input piðxxtÞ and fpjðxxtÞ j j 2 NtðiÞg
6: for all ðj; j0Þ 2 NtðiÞ do
7: Increase the counter cj;j0 by 1;
8: if cj;j0 ¼ 1 then
9: DDi;tðj; j0Þ ¼ DSKLðpj jj pj0 Þ;
10: else
11: UpdateDDi;tðj; j0Þwith Equation (7);
12: end if
13: end for
14: Hierarchical classification based onDDi;t;
15: return The set of secure neighbours N�

t ðiÞ;
16: end for

Fig. 3b shows an example of the average symmetrised
KLD matrix built by node 9 in a N ¼ 9 network at t ¼ 500,
with s2

vv=s
2
ee ¼ 10 dB. Node i detects the FDIA by using the

average symmetrised KLD matrix as the distance matrix for
hierarchical clustering and cutting the distance tree at the
decision boundary a. An example of the distance tree is
shown in Fig. 3c, which is a dendrogram constructed based
on the matrix of Fig. 3b.

4.2 Performance Analysis

In this subsection, we present a performance analysis for the
KLD-based FDIA detector. Since the decision rule is based
on the average symmetrised KLD matrix, we are interested

Fig. 3. An illustrative example of FDIA detection with hierarchical clustering, using the average symmetrised KLD matrix. In this example, nodes
f1; 2; 3g are under FDIA. The matrix is built locally at node 9 at t ¼ 500. The dendrogram shows the detection result at node 9.
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in the statistical properties of the symmetrised KLD betw-
een a pair of local posteriors: for example, the distribution
of symmetrised KLDs and the its tail probability. To pro-
ceed with our analysis, we make the following assumptions
without loss of generality: first, the network of nodes are
stabilized in locations where their local sensor measure-
ments have uniform information gains (Kalman gains); sec-
ond, the network of nodes share the same prior distribution.

In our linear Gaussian system, the KLD between a pair of
local posteriors, piðxxtÞ and pjðxxtÞ, is given by

DKLðpi jj pjÞ ¼ 1

2
½TrðSS�1

j;t SSi;tÞ �M þ lnðjSSj;tj
jSSi;tjÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

deterministic

þ ðmmj;t � mmi;tÞ>SS�1
j;t ðmmj;t � mmi;tÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

a quadratic form of random variables

�;
(8)

where SSj;t ¼ SSi;t due to the assumptions of the uniform Kal-
man gains and the shared prior. Therefore, the constant part
of (8) is equal to zero, and DKLðpi jj pjÞ ¼ DKLðpj jj piÞ in
this special case.

The distribution of DKLðpi jj pjÞ is therefore determined
by the distribution of the quadratic form

ðmmj;t � mmi;tÞ>SS�1
j;t ðmmj;t � mmi;tÞ; (9)

where SS
�1
j;t is a symmetric positive definite matrix by the

definition of covariance matrices, and ðmmj;t � mmi;tÞ is a
M-dimensional multivariate Gaussian variable. It is a
famous problem in mathematical statistics to study the dis-
tribution of the quadratic form of Gaussian variables with
symmetric and non-negative definite coefficient matrices.
Based on [39] and [40], the distribution of such a quadratic
form can be approximated with a general x2 distribution
(see Fig. 4). We derive the fist cumulant (the mean value) of
the symmetrised KLDs between a pair of secure local poste-
riors in the following.

Lemma 1. Assume the equal Kalman gains GGKF of the sensor
measurements, and the shared prior distribution Nðmm0;SS0Þ,
the distribution of symmetrised KLD between a pair of secure
local posteriors, piðxxtÞ and pjðxxtÞ, can be approximated with a
general x2 distribution with the kth cumulant [40],

ck ¼ Tr
�ðSS0SSði;jÞÞk

�þ kmm>
ði;jÞðSS0SSði;jÞÞk�1SS0mmði;jÞ; (10)

where

mmði;jÞ ¼ GGKFðHHj;t �HHi;tÞðE½xxt� � mm0Þ; (11)

and

SSði;jÞ ¼ GGKF½ðHHj;t �HHi;tÞSSwwðHHj;t �HHi;tÞ> þ 2s2
eII�GG>

KF:

(12)

Proof. Consider the quadratic form in (8),

ðmmj;t � mmi;tÞ>SS�1
0 ðmmj;t � mmi;tÞ; (13)

where ðmmj;t � mmi;tÞ � N ðmmði;jÞ;SSði;jÞÞ, and SS
�1
0 is a symmet-

ric positive definite covariance matrix. Given the uniform
Kalman gains GGKF and the shared prior distribution
Nðmm0;SS0Þ, themean of ðmmj;t � mmi;tÞ is

mmði;jÞ ¼ E½mmj;t � mmi;t�
¼ E½GGKFðyyj;t �HHj;tmm0Þ �GGKFðyyi;t �HHi;tmm0Þ�:

(14)

Plug in the linear measurement equation in (2), we have

mmði;jÞ ¼ E½mmj;t � mmi;t�
¼ GGKFðHHj;t �HHi;tÞfE½xxt þ eej;t � eei;t� � mm0g;
¼ GGKFðHHj;t �HHi;tÞfE½xxt� � mm0g: (15)

If the priorNðmm0;SS0Þ is produced by an unbiased estima-
tor of xxt, for instance, a decentralized Kalman filter with-
out interference from false data, the residual fE½xxt� � mm0g
equals to zero and the random variable ðmmj;t � mmi;tÞ has
therefore zero mean.

The covariance of ðmmj;t � mmi;tÞ, SSði;jÞ, is given by

E½ðmmj;t � mmi;t � mmði;jÞÞðmmj;t � mmi;t � mmði;jÞÞ>�
¼GGKFðHHj;t �HHi;tÞfE½ðeej;t � eei;tÞðeej;t � eei;tÞ>�

þ E½ðxxt � E½xxt�Þðxxt � E½xxt�Þ>�gðHHj;t �HHi;tÞ>GG>
KF

¼GGKF½ðHHj;t �HHi;tÞSSwðHHj;t �HHi;tÞ þ 2s2
eII�>GG>

KF;

(16)

where s2
eII is the variance of noise, and SSw is the condi-

tional variance of xxt given xxt�1 is fixed. Given the mean

Fig. 4. The empirical distribution density of symmetrised KLDs. In each sub figure, two distributions are visualized: the distribution of symmetrised
KLD between secure local posteriors; and the distribution of symmetrised KLDs between a secure posterior and a local posterior under FDIA. The
mean values of the distributions of symmetrised KLDs are marked by the vertical lines.
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and the covariance of the Gaussian random variable
ðmmj;t � mmi;tÞ, the kth cumulant of the quadratic form is
given by

ck ¼ Tr
�ðSS0SSði;jÞÞk

�þ kmm>
ði;jÞðSS0SSði;jÞÞk�1SS0mmði;jÞ: (17)

tu
After approximating the distribution of the symmetrised

KLDs with a general x2 distribution, we are able to approxi-
mate the probability

Pr
�ðmmj;t � mmi;tÞ>SS�1

j;t ðmmj;t � mmi;tÞ > a
�

(18)

with the tail probability Pr
�
x2
l ðdÞ > a

�
. The parameters

fl; dg of the general x2 distribution can be determined
according to the cumulants ck derived previously. Follow-
ing the similar technique, we can also approximate the dis-
tribution of symmetrised KLDs between the secure local
posterior and the local posterior under FDIA, and calculate
its tail probabilities.

In light of the above analysis, we remark the following
properties of the KLD-based FDIA detector. First, we give a
statistical explanation of the average symmetrised KLD
matrix.

Remark 1. At time t, sensor i possesses an average sym-
metrised KLD matrix DDi;t. Its element DDi;tðj; j0Þ is an
empirical estimate of the first cumulant of the distribution
of symmetrised KLDs between local posteriors from the
pair of nodes ðj; j0Þ.
The reliability of the average symmetrised KLD matrix,

however, largely depends on the connectivity of the net-
work. For a strongly connected network, each sensor has
more opportunities to exchange information with the rest of
the network and produce a better empirical estimation of
the first cumulant; for a weakly connected network, the
empirical estimation is based on only a small number of
sample KLDs and therefore not reliable. The FDIA detector
based on an unreliable average symmetrised KLD matrix
leads to high detection error rate.

Another key factor of designing the KLD-based FDIA
detector is the configuration of decision boundary a.

Remark 2. Let c1 be the maximum first cumulant of the
symmetrised KLD between posteriors produced by a pair
of secure nodes, and c01 be the minimum first cumulant of
the symmetrised KLD between posteriors from a secure
node and a node under FDIA. The detector is able to iden-
tify the FDIA if c1 < c01 if the decision boundary a satis-
fies the condition

c1 < a < c01: (19)

In the early stage of the iterative FDIA detection proce-
dure (Algorithm 1), the reliability of average symmetrised
KLD matrices fDDi;t j i 2 Vg can be unsatisfying, which will
lead to high detection error rate. We provide an analysis of
the error rate in the next result.

Theorem 1. For secure node i at time t, the expected FDIA detec-
tion error rate Pe is given by

Pe ¼ 1

jNtðiÞj

( X
j2N�

t ðiÞ

Y
j02fN�

t ðiÞnjg
Pr

�
DDi;tðj; j0Þ > a

�

þ
X

j2fNtðiÞnN�
t ðiÞg

Y
j02N�

t ðiÞ

�
1� Pr

�
DDi;tðj; j0Þ > a

��)
:

(20)

Proof. For a secure node i at time t, let NtðiÞ be its neigh-
bour nodes and N�

t ðiÞ � NtðiÞ is the set of secure neigh-
bour nodes. The expected FDI detection error rate is
defined as

expected number of errors

number of neighbours
;

where the number of neighbours, jNtðiÞj, depends on the
size of the network and the channel condition described
in (3); and the expected number of errors consists of two
types of errors, type 1 and type 2 errors. For a node
j 2 NtðiÞ, there are two possible miss-detection scenarios:

� Type 1 error: j is secure, but detected as under
FDIA. In this scenario, the minimum distance
between j and j0 2 fN�

t ðiÞ n jg is larger than the
decision boundary a,

Pe;type 1ðjÞ ¼ Pr

�
min

j02fN�
t ðiÞnjg

DDi;tðj; j0Þ > a

�
¼

Y
j02fN�

t ðiÞnjg
Pr

�
DDi;tðj; j0Þ > a

�
;

(21)

and the expected number of type 1 errors is given byX
j2N�

t ðiÞ
Ptype 1ðjÞ: (22)

� Type 2 error: j is under FDIA, but detected as
secure. In this scenario, the minimum distance
between j and j0 2 fN�

t ðiÞ n jg is smaller than the
decision boundary a,

Pe;type 2ðjÞ ¼ Pr

�
min

j02N�
t ðiÞ

DDi;tðj; j0Þ < a

�

¼ 1� Pr

�
min

j02N�
t ðiÞ

DDi;tðj; j0Þ > a

�
¼ 1�

Y
j02N�

t ðiÞ
Pr

�
DDi;tðj; j0Þ > a

� (23)

and the expected number of type 2 errors is given byX
j2fNtðiÞnN�

t ðiÞg
Ptype 2ðjÞ: (24)

To conclude, the expected detection error rate is given by

Pe ¼
P

j2N�
t ðiÞ Ptype 1ðjÞ þ

P
j2fNtðiÞnN�

t ðiÞg Ptype 2ðjÞ
jNtðiÞj : (25)

tu
As mentioned previously, the reliability of the average

symmetrised KLDmatrix plays a key role in determining the
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performance of the FDIA detector. The performance of the
detector can be improved by enhancing the communication
channel condition, whichwill be demonstrated in Section 6.

5 KLD-BASED INFORMATION FUSION

After identifying the secure neighbours N�
t ðiÞ � NtðiÞ, node

i proceeds to formulate a consensus distribution based on
the secure local posteriors.

Let fpjðxxtÞ j j 2 N�
t ðiÞg be the set of secure local posteri-

ors which can be accessed by node i. The consensus distri-
bution pþi ðxxtÞ is defined as the following.

Definition 2. For node i, given its local posterior piðxxtÞ and its
secure neighbours’ local posteriors fpjðxxtÞ j j 2 N�

t ðiÞg, the
consensus is defined as

pþi , argmin
q

piDKLðqjjpiÞ þ
X

j2N�
t ðiÞ

pjDKLðq jj pjÞ; (26)

where pi and pj, j 2 N�
t ðiÞ, are associated weights with the

summation equals to one.

The Equation (26) defines that the consensus distribution
minimizes the weighted average KLD to piðxxtÞ and fpjðxxtÞ
j j 2 N�

t ðiÞg. In the minimization problem, the loss function
consists of two parts: the first element is the KLD between the
consensus distribution and node i’s local posterior; the second
element is the summation ofKLDs between the consensus dis-
tribution and the local posteriors from node i’s secure neigh-
bours. It is insightful to point out that the KLD minimization
problem can be related to other existing works. In bayesian
inference, the minimization is similar to the general belief
updating framework proposed in [41], where the summation
of KLDs is selected as the loss function. From the multi-agent
system’s perspective, the minimization yields a consensus on
the local filtering distributions [32].

Similar to the result in [32], the solution of the KLD mini-
mization problem (26) is reported here.

Theorem 2 (KLD-based consensus information fusion).
For node i (i 2 V), given the local posteriors piðxxtÞ and
fpjðxxtÞ j j 2 N�

t ðiÞg, the solution of the KLD minimization
problem in (26) is

pþi ðxxtÞ ¼
piðxxtÞpi

Q
j2N�

t ðiÞ pjðxxtÞpjR
piðxxtÞpi

Q
j2N�

t ðiÞ pjðxxtÞpjdxxt
: (27)

Furthermore, forGaussian variables, the result in Theorem2
can be simplified to

pþi ðxxtÞ ¼ piðxxtÞpi
Y

j2N�
t ðiÞ

pjðxxtÞpj � Nðmmþ
i;t;SS

þ
i;tÞ; (28)

where the mean and covariance are obtained by convex
combinations of means and covariances of local posteriors,

ðSSþ
i;tÞ�1 ¼ piSS

�1
i;t þ

X
j2N�

t ðiÞ
pjSS

�1
j;t ; (29)

ðSSþ
i;tÞ�1

mmþ
i;t ¼ piSS

�1
i;t mmi;t þ

X
j2N�

t ðiÞ
pjSS

�1
j;t mmj;t; (30)

which can be computed in a recursive manner. The above
solution has the similar form as the method of Fisher infor-
mation matrix (FIM) weighted averaged of maximum likeli-
hood estimations [42]. Indeed, both methods pursue the
optimal combination of estimates.

5.1 Dynamic Weighting of Local Posteriors

Another challenging question emerges from the dynamic
topology in a mobile network poses: how to assign proper
weights for the local posterior and the secure neighbours’ esti-
mates? That is, for each node i, we need to determine pi and
pj, j 2 N�

t ðiÞ, under the condition ofpi þ
P

j2N�
t ðiÞ pj ¼ 1.

In themobile network, each node has a time-variant degree
(number of connections to other nodes). The high degree a
node has, themore information sources it holds. The local pos-
terior from a highly connected node is built based on more
estimates from its secure neighbours (i.e., secure information
source), and shall be assigned with a higher weights, compar-
ing to the local posterior from a secure neighbour with lower
degree. To address this issue, for each node,we design an aux-
iliary message sent together with its local posterior to the
neighbour nodes. The message contains an integer number
which indicates how many secure information sources con-
tributes to the node’s previous consensus distribution.

Remark 3. For node i, the number of secure information
sources contributes to its previous consensus pþi ðxxt�1Þ is
jN�

t�1ðiÞj (see Theorem 2). Since the local posterior piðxxtÞ is
updated based on pþi ðxxt�1Þ via the local bayesian filter (6),
jN�

t�1ðiÞj is also an indicator of the informativeness of piðxxtÞ.
Therefore, for node i at time t, besides the local posteriors

from itself and its secure neighbours fpiðxxtÞg [ ffpjðxxtÞ
j j 2 N�

t ðiÞgg, it also possesses the indicators jN�
t�1ðiÞj and

jN�
t�1ðjÞj, 8j 2 N�

t ðiÞ. Given those indicators, we design the
weights

pt
i ¼

jN�
t�1ðiÞj

jN�
t�1ðiÞj þ

P
j2N�

t ðiÞ jN
�
t�1ðjÞj

; (31)

pt
j ¼

jN�
t�1ðjÞj

jN�
t�1ðiÞj þ

P
j2N�

t ðiÞ jN
�
t�1ðjÞj

; (32)

for the local posteriors from node i itself and its secure neigh-
bours j 2 N�

t ðiÞ. Note that pt
i and pt

j are time-variant, due to
the dynamic topology of the mobile network and therefore
the set of secure neighbours N�

t ðiÞ. Finally, the dynamic
weights are used in formulating the consensus in Theorem 2.

5.2 The Shared Prior in Formulating Consensus

Although that the consensus-based information fusion is
intuitive and has shown its efficiency in studies such as
[32]. There is a hidden risk of double-counting the informa-
tion from the same prior, which has not been properly
addressed in previous studies. In this section, we present
analytic results which reveal the double-counted prior infor-
mation, and provide a method to mitigate this problem.

Consider a simple example illustrated in Fig. 5. In the
case of Fig. 5a, two nodes started from the same prior p0ðxxtÞ
and then each obtain a local measurement (yy1;t or yy2;t). The
local bayesian update gives
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p1ðxxtÞ / p0ðxxtÞpðyy1;t j xxtÞ; (33)

p2ðxxtÞ / p0ðxxtÞpðyy2;t j xxtÞ: (34)

Given the same degrees of two nodes, the local posteriors
from a node itself and its neighbour are weighted uni-
formly. The consensuses reached by both nodes are

pþ1 ðxxtÞ ¼ pþ2 ðxxtÞ / p0ðxxtÞpðyy1;t j xxtÞ
1
2pðyy2;t j xxtÞ

1
2: (35)

Comparing to the case of centralized bayesian update in
Fig. 5b, where the updated estimate is

pðxxtÞ / p0ðxxtÞpðyy1;t; yy2;t j xxtÞ; (36)

we see that not only the likelihood pðyy1;t; yy2;t j xxtÞ from the
data are approximated by the composition pðyy1;t j xxtÞ
pðyy2;t j xxtÞ, but also down weighted by 1

2. In other words, in
the consensus formulated by Theorem 2, the information
from the prior is relatively over weighted, comparing to the
optimal bayesian update. Formally, in the following propo-
sition, we reveal the problem of double-counting informa-
tion from the prior, when formulating consensus.

Lemma 2. In a strongly connected network with the same shared
prior, when the size of network increases to infinity, the consen-
sus reached by the network converges to the prior.

Proof. Consider a strongly connected network of size N ,
and the same prior p0ðxxtÞ is shared by all nodes. The con-
sensus formulated by node i in the network is given by

pþi ðxxtÞ / p0ðxxtÞ
Y

j2f1;...;Ng
pðyyj;t j xxtÞ

1
N; (37)

where 1=N is the uniform weight for local posteriors.
When N ! 1, the weights on the composite likelihoods
from data goes zero. Therefore,

lim
N!1

pþi ðxxtÞ ¼ p0ðxxtÞ: (38)

tu
From the above analysis, we understand that there will

be a gap of estimation accuracy (for example, mean square

error (MSE)) between the optimal centralized bayesian
update and the distributed consensus formulation, even
when the network is strongly connected. And the gap will
become bigger when the size of network increases. This gap
comes from two factors: 1, double-counting the information
from the same prior; 2, the approximation of full likelihood
with the composite likelihood. While the gap caused by the
second factor is an inevitable and small (given the spatial-
temporal data) price to pay for distributed systems; the gap
due to the first factor is the major concern and shall be elimi-
nated if possible. In the next, we present methods for prop-
erly weighting the prior.

Algorithm 2. Secure Information Fusion

1: for all i 2 V at time t do
2: input pþi ðxxt�1Þ and yyi;t
3: Compute p�i ðxxtÞ using pþi ðxxt�1Þ;
4: Compute piðxxtÞ using p�i ðxxtÞ and yyi;t;

" Local bayesian Filtering
5: if NtðiÞ ¼ ; then
6: pþi ðxxtÞ ¼ piðxxtÞ;
7: else
8: ObtainN�

t ðiÞ by calling Algorithm 1.
" FDIA detection

9: if N�
t ðiÞ ¼ ; then

10: pþi ðxxtÞ ¼ piðxxtÞ;
11: else
12: Compute pþi ðxxtÞ using (43);

" Consensus formulation with dynamic weights
13: end if
14: end if
15: return pþi ðxxtÞ;
16: end for

5.3 Dynamic Weighting of Data Likelihood and Prior

Based on the previous discussion, when the network is shar-
ing the same prior, each node need to down weight the
prior and increase the weight for the likelihood of the latest
local measurement, in order to eliminate the double-
counted information from the same prior in the consensus.

Considering the illustrative example in Fig. 5 again, if
both nodes increase the weights for their local data likeli-
hoods by 2 (the number of secure neighbours plus a node
itself), the local bayesian update gives

p01ðxxtÞ / p0ðxxtÞpðyy1;t j xxtÞ2; (39)

p02ðxxtÞ / p0ðxxtÞpðyy2;t j xxtÞ2: (40)

Remark 4. For the linear Gaussian system in (1) and (2), the
increased weights on local data likelihood is effectively
equivalent to the increased Kalman gain. Although the
local bayesian update and the Kalman gains are optimal
in the case of an isolated node, they are not optimal if the
local posterior will be used in the further consensus for-
mulation. Therefore, in order to eliminate double-count-
ing the same prior, we want to increase the Kalman gain,
such that the local posterior are more responsive to the
local measurement.

Fig. 5. An illustrative example of double-counting the information from the
same prior, using the consensus-based fusion in Theorem 2. In fig. 5a,
the same prior used in local bayesian updates are over-weighted in the
consensus, when compare to the centralized bayesian updated in fig. 5b.
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Thereafter, the consensus formulated at each node is

p0þ1 ðxxtÞ ¼ p0þ2 ðxxtÞ / p0ðxxtÞpðyy1;t j xxtÞpðyy2;t j xxtÞ; (41)

which is an approximation of the centralized bayesian
update with the composite likelihood and the properly
weighted prior. Formally, we present the following method
for distributed consensus formulation without double-
counting the information from the same prior.

Theorem 3 (Consensus with Properly Weighted Data
and Prior). Assume the network of size N is sharing the same
prior p0ðxxtÞ and strongly connected. For node i (i 2 V), the local
bayesian update with the increased weight on data is given by

p0iðxxtÞ / p0ðxxtÞpðyyi;t j xxtÞN; (42)

and the consensus formulated by node i is

pþi ðxxtÞ / p0ðxxtÞ
Y

j2f1;...;Ng
pðyyj;t j xxtÞ; (43)

which is an approximation of the centralized bayesian update
with the properly weighted data and prior.

The proof of the above results naturally follows our pre-
vious analysis and therefore omitted here.

Nevertheless, a problem rises from the mobility of the
network is that, the network is not always strongly con-
nected and therefore does not share the same prior. Even
when the network started with the same initial prior p0ðxx0Þ
at time t ¼ 0, after a few steps, due to their different paths
and neighbour sets, the priors used in local bayesian
updates diverge and become intractable.

To address this issue, we propose the following solution
for dynamically weighting the data and prior. Note that
although the number of secure neighbours differs from
node to node and varies according to the time, but in the
long run, each node has its average number of neighbours
(degree), especially when the mobile network stabilize at
locations with maximum information gains (illustrated by
the examples and simulations in following sections). There-
fore, we use the average degree of a node as the increased
weight for its local data likelihood,

pðyyi;t j xxtÞ1þbE½jN�
t ðiÞj�; (44)

whereE½jN�
t ðiÞj� is the time-averaged number of secure neigh-

bours for node i up to the current time t, and 0 	 b 	 1 is the
linear coefficient which can be tuned based on the topology of
the network. For the linear measurement equation in (2), yyi;t is
an affine transformation of xxt. In this case, increasing the
weight of the data likelihood is equivalent to shrinking yyi;t’s

variance ðHHiSS
�
i;tHH

>
i þ SSeeiÞ by 1

1þbE½jN�
t ðiÞj�

, or increasing the

Kalman gain by 1þ bE½jN�
t ðiÞj�.

In summary, for node i, given the previous information
fusion result pþi ðxxtÞ and the latest measurements yyi;t, the
integrated secure information fusion solution is presented
in Algorithm 2.

6 SIMULATION

In this section, we present an application of the proposed
solution for monitoring the spatial-temporal signals in a

distributed vehicular sensor network. An example of such
scenario is monitoring the dynamic of air and sound pollu-
tion in urban environment with sensors based on
unmanned ground or aerial vehicular systems [43].

Consider a two-dimensional space spanned by a set of
coordinates fssm ¼ ðs1m; s2mÞ j s1m 2 f1 . . . 30g; s2m 2 f1 . . . 30gg,
and xxt 2 RM as the vectorized target spatial-temporal sig-
nal, where M ¼ 302 ¼ 900. The temporal dynamic of xxt is
modelled by the linear equation of (1), where AA ¼ 0:9IIM is a
diagonal matrix. The spatial dynamic of xxt is encoded in the
covariance function of the input wwt: covðwwssm;t; wwss0m;tÞ ¼
a2 expð�jjssm�ss0mjj2

u2
Þ, which indicates that the spatial covari-

ance decreases exponentially according to the euclidean dis-
tance. In this example, the hyper-parameters are set to
a ¼ 0:1 and u ¼ 0:01.

A networked vehicular sensing system of N nodes is
deployed in the field to continuously monitor xxt, with prob-
abilistic communication channels between each pair of
nodes in the network. The communication successful rate
decreases exponentially according to the euclidean spatial
distance between a pair of nodes (rate ¼ expð��jjssm�
ss0mjj2Þ), where � is the decay rate representing the connectiv-
ity of networks. The number of nodes under FDI attacks is
fixed to one third of the total number of nodes in the net-
work. The task for each node is to identify the neighbours
under FDI attacks, and perform secure information fusion.
After obtaining the latest estimation of the signal by fusing
the information from secure neighbours, each vehicular sen-
sor moves to a new location according to the maximum
information gain principle [44].

6.1 An Illustrative Example

We first present an example of a small scale network with 6
nodes. Among them, 2 nodes are under FDI attack with
s2
vv=s

2
ee ¼ 10 dB. The network is deployed in the field to moni-

tor xðtÞ for t ¼ 1; . . . ; 500. In particular, we focus on two per-
formance metrics during the simulation: the number of
detection errors and the root mean square error (RMSE), both
averaged over the secure subset of the network. In the FDI
detection problem, there are two types of detection errors.
Type 1 errors, or false positive errors, are the errors that nodes
are in fact secure butmisclassified as under FDI attack. On the
other hand,Type 2 errors, or false negative errors, are the errors
are in fact under FDI attack butmisclassified as secure.

6.1.1 The Case of FDI + High Probability

of Connections

Fig. 6 illustrates the simulation results under only FDI
attack with strong connectivity. The network is initialized at
random locations within the field. After 500 iterations, the
four secure nodes stabilized at the locations which approxi-
mately formulate a centroidal Voronoi tessellation (CVT) of
the field, by following the paths of maximum information
gain (Fig. 6a). At t ¼ 500, node i successfully establishes
communication links with all of the rest network, which
returns low estimation variances (or high certainty) around
the locations of 4 secure nodes (Fig. 6b). Note that although
the 2 corrupted nodes are also connected to node 3, their
local posteriors are excluded and contribute no reduction of
variances, as node 3 successful detect the FDI attacks. The
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average number of Type 1 & 2 errors, and the average num-
ber of neighbours are plotted in Fig. 6c. With � ¼ 0:01, the
network remains as almost a complete graph over the entire
simulation time. This strong connected network enjoys fast
detection of FDI attacks: the Type 2 error converges to zero
within less than 100 simulation time. Finally, the empirical
cumulative probability function (CDF) of estimation RMSE
is plotted in Fig. 6d. The CDF of RMSE given by the central-
ized and local KFs are also plotted, serving as the optimal
bound and the worst case of estimation performance. It can
be observed that the proposed secure information fusion
solution returns RMSEs which are very close to the optimal
results given by the centralized KF.

6.1.2 The Case of FDI + Low Probability of Connections

Fig. 7 illustrates the simulation results under FDI attack and
low probability of connections. Under the low probability of
connections (� increases from 0.01 to 0.1), the probability of
successfully establishing a communication link between a
pair of nodes is significantly reduced. Consequently, the
secure nodes become less stable in terms of their locations.
They intend to orbit the centre of field (Fig. 7a). The variance
map of node i at t ¼ 500 is illustrated in Fig. 7b. Comparing to
the high probability of connections case, the upper left secure
node is disconnected from node 3, leading to higher estima-
tion variance around the upper left area. Furthermore, the
reduced averaged number of neighbours leads to larger num-
ber of Type 1 & 2 errors and slower convergence rate. As it is
shown in Fig. 7d, the Type 1 & 2 errors converge to zero
around t ¼ 200, which takes double simulation time

comparing to the high probability of connections. Finally, in
Fig. 7d, the RMSE given by the local KF is slightly improved
comparing to its counterpart in Fig. 6d, due to the fact that
nodes orbit in the field and have higher information gain indi-
vidually. However, after performing information fusion, the
estimation performance of the central KF and the consensus
methods degrade comparing to the high probability of con-
nections case. And the gap between CDFs of RMSEs given by
the KF and the consensus methods increases, due to the con-
sensus is formulated based on less number of neighbours.

6.2 Simulation Results

Next we investigate the impact of network connectivity lev-
els (weak, median, and high) and the effectiveness of the
dynamically weighted prior on the secure information
fusion by carrying out Monte Carlo simulations. The config-
uration is similar to the illustrative example, except the ratio
between the variance of injected data and the variance of
the sensor noise is set to 5 dB, which makes it even harder
to detect the FDI attacks. The network size varies from
N ¼ 6 to 18. Again, we are interested in two performance
metrics, the RMSE of estimation and the number of errors in
detection. The simulation results with non-weighted prior
are shown in Fig. 8; and the results with dynamically
weighted prior are shown in Fig. 9.

6.2.1 The Impact of Network Connectivity

In both Figs. 8a and 9a, the performance of local bayesian is
shown as the RMSE upper bound, which is the worst case
scenario when all nodes solely depend on their local

Fig. 7. The case of FDI + low probability of connections (� ¼ 0:1). The secure and corrupted nodes are marked with black dots and red crosses,
respectively.

Fig. 6. The case of FDI + high probability of connections (� ¼ 0:01). The secure and corrupted nodes are marked with black dots and red crosses,
respectively.
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posterior and no information fusion is carried out; and the
performance of a centralized KF is shown as the optimal
RMSE lower bound, which requires the simultaneous access
of all sensor’s data and is therefore unrealistic in the distrib-
uted system. Under the different level of network connectiv-
ity, the performances of the proposed secure information
fusion solution are between the centralized KF and the local
bayesian filter. The better network connectivity is provided,
the lower RMSE is achieved.

The detection errors and their percentage in the average
number of neighbours are shown in Figs. 8b and 9b. Several
observations are remarked here. First, the average number of
neighbours increases as the network size grows (higher den-
sity within the fixed field area) and the network connectivity
improves (from � ¼ 0:1 to 0.01). Second, more important, the
percentages of the detection errors (type 1 & 2 combined) in
the number of neighbours are more or less stable as the net-
work size increases, but notably reduced when the connec-
tivity is improved. This phenomenon shows the importance
of communication in the distributed FDI attack detection
problem. In other words, when a node receives larger num-
ber of local posteriors, it is able to establish the average diver-
gence matrix with faster convergence speed, and therefore
detect the FDI attackwith less number of misclassification.

6.2.2 The Effectiveness of Dynamically Weighted

Likelihoods and Priors

Finally, we validate the effectiveness of dynamicallyweighted
likelihoods and priors by comparing results in Figs. 8 and 9.

In terms of RMSE,when the prior is not properlyweighted,
we notice that there is a large cap (
 0:04) between the central-
ized KF and the consensus formulation, even when the net-
work is highly connected (� ¼ 0:01). However, with the
dynamicallyweighted priors, the gap between the centralized
KF and the consensus formulation is significantly reduced
(
 0:01). In other words, by increasing the Kalman gain of
local measurement and eliminating the double-counted prior,
the performance of consensus formulation is much closer to
the centralized KF. This comparison also highlights the
importance of our theoretical analysis in Section 5.2: without
realizing the risk of double-counting the prior, the perfor-
mance gain of increasing network size from 6 to 18 or improv-
ing the network connectivity from � ¼ 0:1 to 0.01 is limited;
only when the data likelihoods and priors are properly
weighted, the consensus formulation can achieve satisfying
performance inmobile and distributed systems.

7 CONCLUSION AND FUTURE WORK

In this work, we present a secure information fusion solution
for the distributedCPS under FDIAwith probabilistic commu-
nications. The proposed solution relies on the exchange of local
posteriors instead of raw sensor measurements. In the FDIA
detection step, a detector is designed based on the average
symmetrised KLDs between a pair of local posteriors. We
derive the approximated distribution of the symmetrised
KLDs and analyse the expected error rate. In the information
fusion step, we proposed a KLD-based consensus formulation
with dynamically weighted common priors and local data

Fig. 8. Simulation results with non-weighted prior.

Fig. 9. Simulation results with dynamically weighted prior.
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likelihoods. The proposed solution is applied to spatial-tempo-
ral signal monitoring problem with a mobile sensor network,
and the results showpromising FDIAdetection and estimation
accuracy. For the futurework, it is interesting to investigate the
smart attacking schemes toward the proposed detector in a
fully distribution systemwith probabilistic communications.

ACKNOWLEDGMENTS

This work was supported in part by the project Grant (2017-
04543) from the Swedish Research Council. The work of
J. Liu’s was supported by the Industrial Canada Technology
Demonstration Program (TDP) Grant and NSERC Discovery
Grant.

REFERENCES

[1] F. Gustafsson, Statistical Sensor Fusion, 3rd ed. Lund, Sweden:
Studentlitteratur, 2018.

[2] B. Khaleghi, A. Khamis, F. O. Karray, and S. N. Razavi,
“Multisensor data fusion: A review of the state-of-the-art,” Inf.
Fusion, vol. 14, no. 1, pp. 28–44, 2013.

[3] Q. D. Ho, Y. Gao, and T. Le-Ngoc, “Challenges and research
opportunities in wireless communication networks for smart
grid,” IEEE Wireless Commun., vol. 20, no. 3, pp. 89–95, Jun. 2013.

[4] K. Golestan, R. Soua, F. Karray, and M. S. Kamel, “Situation
awareness within the context of connected cars: A comprehensive
review and recent trends,” Inf. Fusion, vol. 29, pp. 68–83, 2016.

[5] J. Wang, C. Jiang, K. Zhang, T. Q. S. Quek, Y. Ren, and L. Hanzo,
“Vehicular sensing networks in a smart city: Principles, technolo-
gies and applications,” IEEE Wireless Commun., vol. 25, no. 1,
pp. 122–132, Feb. 2018.

[6] F. Alam, R. Mehmood, I. Katib, N. N. Albogami, and A. Albeshri,
“Data fusion and IoT for smart ubiquitous environments:
A survey,” IEEE Access, vol. 5, pp. 9533–9554, 2017.

[7] R. Gravina, P. Alinia, H. Ghasemzadeh, and G. Fortino, “Multi-
sensor fusion in body sensor networks: State-of-the-art and
research challenges,” Inf. Fusion, vol. 35, pp. 68–80, 2017.

[8] A. A. C�ardenas, S. Amin, and S. Sastry, “Secure control: Towards
survivable cyber-physical systems,” in Proc. 28th Int. Conf. Distrib.
Comput. Syst. Workshops, 2008, pp. 495–500.

[9] A.-R. Sadeghi, C. Wachsmann, and M. Waidner, “Security and
privacy challenges in industrial internet of things,” in Proc. 52nd
Annu. Design Autom. Conf., 2015, pp. 54:1–54:6. [Online]. Avail-
able: http://doi.acm.org/10.1145/2744769.2747942

[10] Y. Mo, E. Garone, A. Casavola, and B. Sinopoli, “False data injec-
tion attacks against state estimation in wireless sensor networks,”
in Proc. 49th IEEE Conf. Decision Control, 2010, pp. 5967–5972.

[11] Y. Liu, P. Ning, and M. K. Reiter, “False data injection attacks
against state estimation in electric power grids,” ACM Trans. Inf.
Syst. Secur., vol. 14, no. 1, pp. 13:1–13:33, Jun. 2011.

[12] G. Chaojun, P. Jirutitijaroen, and M. Motani, “Detecting false data
injection attacks in ac state estimation,” IEEE Trans. Smart Grid,
vol. 6, no. 5, pp. 2476–2483, Sep. 2015.

[13] J. J. Q. Yu, Y.Hou, andV. O.K. Li, “Online false data injection attack
detectionwithwavelet transform and deep neural networks,” IEEE
Trans. Ind. Inform., vol. 14, no. 7, pp. 3271–3280, Jul. 2018.

[14] T. M. Cover and J. A. Thomas, Elements of Information Theory. New
York, NY, USA: Wiley, 1991.

[15] L. Schenato, B. Sinopoli, M. Franceschetti, K. Poolla, and S. S. Sastry,
“Foundations of control and estimation over lossy networks,” Proc.
IEEE, vol. 95, no. 1, pp. 163–187, Jan. 2007.

[16] Q. Yan, M. Li, T. Jiang, W. Lou, and Y. T. Hou, “Vulnerability and
protection for distributed consensus-based spectrum sensing in cog-
nitive radio networks,” inProc. IEEE INFOCOM, 2012, pp. 900–908.

[17] A. Teixeira, I. Shames,H. Sandberg, andK.H. Johansson, “Distributed
fault detection and isolation resilient to networkmodel uncertainties,”
IEEETrans. Cybern., vol. 44, no. 11, pp. 2024–2037,Nov. 2014.

[18] Y. Guan and X. Ge, “Distributed attack detection and secure esti-
mation of networked cyber-physical systems against false data
injection attacks and jamming attacks,” IEEE Trans. Signal Inf.
Process. Over Netw., vol. 4, no. 1, pp. 48–59, Mar. 2018.

[19] M. Cetin et al., “Distributed fusion in sensor networks,” IEEE
Signal Process. Magazine, vol. 23, no. 4, pp. 42–55, Jul. 2006.

[20] R. Olfati-Saber, “Distributed kalman filtering for sensor networks,”
in Proc. 46th IEEE Conf. Decision Control, 2007, pp. 5492–5498.

[21] R. Olfati-Saber, “Kalman-consensus filter: Optimality, stability,
and performance,” in Proc. 48h IEEE Conf. Decision Control Held
Jointly, 28th Chinese Control Conf., 2009, pp. 7036–7042.

[22] S. S€arkk€a, Bayesian Filtering and Smoothing. New York, NY, USA:
Cambridge Univ. Press, 2013.

[23] S.-I. Amari, Information Geometry and Its Applications, 1st ed.
vol. 194, Tokyo, Japan: Springer, 2016.

[24] M. Afgani, S. Sinanovic, and H. Haas, “Anomaly detection using
the kullback-leibler divergence metric,” in Proc. 1st Int. Symp.
Appl. Sci. Biomed. Commun. Technol., 2008, pp. 1–5.

[25] J.Harmouche, C.Delpha, andD.Diallo, “Incipient fault detection and
diagnosis based on kullback–leibler divergence using principal com-
ponent analysis: Part I,” Signal Process., vol. 94, pp. 278–287, 2014.

[26] J. Zeng, U. Kruger, J. Geluk, X. Wang, and L. Xie, “Detecting
abnormal situations using the kullback–leibler divergence,”
Automatica, vol. 50, no. 11, pp. 2777–2786, 2014.

[27] A. Anderson and H. Haas, “Kullback-leibler divergence (KLD)
based anomaly detection and monotonic sequence analysis,” in
Proc. IEEE Veh. Technol. Conf., 2011, pp. 1–5.

[28] A. Youssef, C. Delpha, and D. Diallo, “An optimal fault detection
threshold for early detection using kullback–leibler divergence for
unknown distribution data,” Signal Process., vol. 120, pp. 266–279,
2016.

[29] J. A. Hage, M. E. E. Najjar, and D. Pomorski, “Multi-sensor fusion
approach with fault detection and exclusion based on the kull-
back–leibler divergence: Application on collaborative multi-robot
system,” Inf. Fusion, vol. 37, pp. 61–76, 2017.

[30] Z. Guo, D. Shi, K. H. Johansson, and L. Shi, “Worst-case stealthy
innovation-based linear attack on remote state estimation,”
Automatica, vol. 89, pp. 117–124, 2018.

[31] D. I. Belov and R. D. Armstrong, “Distributions of the kullback–
leibler divergence with applications,” British J. Math. Statistical
Psychol., vol. 64, no. 2, pp. 291–309, 2011.

[32] G. Battistelli and L. Chisci, “Kullback-leibler average, consensus on
probability densities, and distributed state estimation with guaran-
teed stability,”Automatica, vol. 50, no. 3, pp. 707–718,Mar. 2014.

[33] G. Battistelli, L. Chisci, C. Fantacci, A. Farina, and B.-N. Vo,
“Average kullback-leibler divergence for random finite sets,” in
Proc. 18th Int. Conf. Inf. Fusion, 2015, pp. 1359–1366.

[34] K. Da, T. Li, Y. Zhu, H. Fan, and Q. Fu, “Kullback-leibler averag-
ing for multitarget density fusion,” in Proc. Int. Symp. Distrib.
Comput. Artif. Intell., 2019, pp. 253–261.

[35] N. Forti, G. Battistelli, L. Chisci, S. Li, B. Wang, and B. Sinopoli,
“Distributed joint attack detection and secure state estimation,”
IEEE Trans. Signal Inf. Process. Over Netw., vol. 4, no. 1, pp. 96–110,
Mar. 2018.

[36] G. Liang, J. Zhao, F. Luo, S. R. Weller, and Z. Y. Dong, “A review
of false data injection attacks against modern power systems,”
IEEE Trans. Smart Grid, vol. 8, no. 4, pp. 1630–1638, Jul. 2017.

[37] M. S. Arulampalam, S. Maskell, N. Gordon, and T. Clapp, “A tuto-
rial on particle filters for online nonlinear/non-Gaussian Bayesian
tracking,” IEEE Trans. signal Process., vol. 50, no. 2, pp. 174–188,
Feb. 2002.

[38] D. M€ullner, “fastcluster: Fast hierarchical, agglomerative cluster-
ing routines for R and python,” J. Statistical Softw., vol. 53, no. i09,
pp. 1–18, 2013.

[39] J.-P. Imhof, “Computing the distribution of quadratic forms in
normal variables,” Biometrika, vol. 48, no. 3/4, pp. 419–426, 1961.

[40] H. Liu, Y. Tang, and H. H. Zhang, “A new chi-square approxima-
tion to the distribution of non-negative definite quadratic forms in
non-central normal variables,” Comput. Statistics Data Anal.,
vol. 53, no. 4, pp. 853–856, 2009.

[41] P. G. Bissiri, C. C. Holmes, and S. G. Walker, “A general frame-
work for updating belief distributions,” J. Royal Statistical Society,
Series B. Statistical Methodology, vol. 78, no. 5, pp. 1103–1130, 2016.

[42] D. Zachariah, S. Dwivedi, P. H€andel, and P. Stoica, “Scalable and
passive wireless network clock synchronization in LOS environ-
ments,” IEEE Trans.Wireless Commun., vol. 16, no. 6, pp. 3536–3546,
Jun. 2017.

[43] X. Liu, T. Xi, E. Ngai, and W. Wang, “Path planning for aerial sen-
sor networks with connectivity constraints,” in Proc. IEEE Int.
Conf. Commun., 2017, pp. 1–6.

[44] A. Krause, A. Singh, and C. Guestrin, “Near-optimal sensor
placements in Gaussian processes: Theory, efficient algorithms
and empirical studies,” J. Mach. Learn. Res., vol. 9, pp. 235–284,
Jun. 2008.

LIU ET AL.: SECURE INFORMATION FUSION USING LOCAL POSTERIOR FOR DISTRIBUTED CYBER-PHYSICAL SYSTEMS 2053

Authorized licensed use limited to: SIMON FRASER UNIVERSITY. Downloaded on January 15,2022 at 10:10:14 UTC from IEEE Xplore.  Restrictions apply. 

http://doi.acm.org/10.1145/2744769.2747942


Xiuming Liu (Student Member, IEEE) received
the BEng degree in electrical engineering from
Beijing Jiaotong University, Beijing, China, in 2013,
and the MSc degree in electrical engineering
from the Royal Institute of Technology (KTH),
Stockholm, Sweden, in 2014. He is working toward
the PhD degree in the Department of Information
Technology, Uppsala University, Sweden. His
research interests include statistical signal proc-
essing, machine learning, and networked systems.

Edith C.-H. Ngai (Senior Member, IEEE) recei-
ved the PhD degree from the Chinese University
of Hong Kong, in 2007. She is currently an asso-
ciate professor with the Department of Electrical
and Electronic Engineering, The University of
Hong Kong. She has been an associate professor
with the Department of Information Technology,
Uppsala University, Sweden. She was a postdoc
in Imperial College London, United Kingdom from
2007 to 2008. Her research interests include
Internet-of-Things, mobile crowdsourcing, data

analytics and urban computing, security, and privacy. She was a guest
researcher at Ericsson Research Sweden in 2015-2017. She has also
been a visiting researcher in Simon Fraser University, Tsinghua Univer-
sity, and UCLA. Edith was a VINNMER fellow (2009) awarded by Swed-
ish Governmental Research Funding Agency VINNOVA. She has served
as TPC members in many international conferences, including IEEE
ICC, IEEE ICDCS, IEEE Infocom, IEEE Globecom, IEEE/ACM IWQoS,
IEEE CloudCom, etc. She was a program chair of ACM womENcourage
2015, TPC co-chair of IEEE SmartCity 2015, IEEE ISSNIP 2015, and
ICNC 2018 Network Algorithm and Performance Evaluation Symposium.
She is an associate editor of the IEEE Access, IEEE Internet of Things
Journal, and IEEE Transactions of Industrial Informatics. She is also a
senior member of the ACM.

Jiangchuan Liu (Fellow, IEEE) received the
BEng degree (cum laude) in computer science
from Tsinghua University, Beijing, China, in 1999,
and the PhD degree in computer science from the
HongKongUniversity of Science and Technology,
in 2003. He is currently a university professor with
the Schoolof Computing Science, Simon Fraser
University, British Columbia, Canada. He is a fel-
low of Canadian Academy of Engineering, and an
NSERC E.W.R. Steacie Memorial fellow. He is an
EMC-Endowed visiting chair professor of Tsing-

hua University, Beijing, China and an adjunct professor of Tsinghua
Shenzhen Graduate School. He is a co-recipient of the inaugural Test of
Time Paper Award of IEEE INFOCOM (2015), ACM SIGMM TOMCCAP
Nicolas D. Georganas Best Paper Award (2013), and ACM Multimedia
Best Paper Award (2012). His research interests include multimedia sys-
tems and networks, cloud computing, social networking, online gaming,
big data computing, RFID, and Internet of Things. He has served on the
editorial boards of IEEE/ACM Transactions on Networking, IEEE Trans-
actions on Big Data, IEEE Transactions on Multimedia, IEEE Communi-
cations Surveys and Tutorials, and IEEE Internet of Things Journal. He is
a steering committee member of IEEE Transactions on Mobile Comput-
ing and Steering Committee Chair of IEEE/ACM IWQoS (2015-2017).

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

2054 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 20, NO. 5, MAY 2021

Authorized licensed use limited to: SIMON FRASER UNIVERSITY. Downloaded on January 15,2022 at 10:10:14 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


