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Abstract—Wireless sensor networks have been widely used
for ambient data collection in diverse environments. Whilein
many such networks the sensor nodes are randomly deployed
in massive quantity, there is a broad range of applications
advocating manual deployment. A typical example is structte
health monitoring, where the sensors have to be placed at dital
locations to fulfill civil engineering requirements. The raw data
collected by the sensors can then be forwarded to a remote bas
station (the sinK through a series ofrelay nodes.

In the wireless communication context, the operation time b
a battery-limited relay node depends on its traffic volume ad
communication range. Hence, although not bounded by the civ
engineering-like requirements, the locations of the relaynodes
have to be carefully planned to achieve the maximum network
lifetime. The deployment has to not only ensure connectiwt
between the data sources and the sink, but also accommodate
the heterogeneous traffic flows from different sources and th
dominating many-to-one traffic pattern.

Inspired by the uniqueness of such application scenarios,
in this paper, we present an in-depth study on the traffic-
aware relay node deployment problem. We develop optimal
solutions for the simple case of one source node, both withrgjle
and multiple traffic flows. We show however that the general
form of the deployment problem is difficult, and the existing
connectivity-guaranteed solutions cannot be directly apled here.
We then transform our problem into a generalized version of he
Euclidean Steiner Minimum Tree problem (ESMT). Nevertheless,
we face further challenges as its solution is in continuouspsce
and may vyield fractional numbers of relay nodes, where simm
rounding of the solution can lead to poor performance. We thg
develop algorithms for discrete relay node assignment, tagher
with local adjustments that yield high-quality practical solutions.
Our solution has been evaluated through both numerical anal
ysis and ns-2 simulations and compared with state-of-the-art
approaches. The results show that it achieves up t6 to 14 times
improvement on the network lifetime over the existing traffic-
oblivious strategies.
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guantities, and each node may act both as a data collector and
a traffic relay. This is also a common assumption made in
many existing works on modeling and protocol optimization,
and the focus thus has been put on optimizing topology
control [18][22][11][12] and routing design [20][4][13]

with the given network topologies.

In contrast to this, we notice that there is another broad
range of application scenarios that require manual node de-
ployment. One example is the TsingMa Bridge [10] in Hong
Kong, which is equipped with a large number of accelerom-
eters, thermometers and strain sensors to monitor its ngrki
conditions. Another recent project, in which we are pattici
pating, is the Guangzhou New TV Tower [1] in Guangzhou,
China, which is to be attached with similar sensors for real-
time monitoring and analyzing. In these systems, the sensor
are deployed at critical locations to fulfill civil enginéagy
requirements. Raw data are needed and the traffic volume or
data rate from each sensor is in general predetermined, e.g.
the typical sampling rate of an accelerometer(i8H z. Given
the extensive dimensions of the structures, relay nodes taav
be placed to bridge the sensors and the data collection sink.

In the wireless communication scenario, the lifetime of-a re
lay node is severely limited by its battery power, and the grow
consumption in turn closely depends on the communication
distance and traffic volume. As such, although not bounded
by the civil-engineering-like requirements, the locataf the
relay nodes have to be carefully planned to achieve the best
network performance.

Inspired by the uniqueness of these applications, in this
paper, we present an in-depth study on the traffic-awarg rela
node deployment problem. There have been previous studies
on relay node deployment for wireless networks [27][16]stno
of which however focused on maintaining network connec-

Wireless sensor networks have been widely used for ambigimity. Given the heterogenous traffic flows and the many-to-
data collection in diverse environments. Examples incluame traffic pattern, directly applying these algorithmd willy

target-tracking [5] on battlefield and forest fire detectjdf]
in a wild environment, to name but a few. In many suc

give suboptimal results. For an illustration, consider aicfe
kensor nodes and a data sink with given locations and traffic

networks, the sensor nodes are randomly deployed in massie&imes, as shown in Fig. 1. If only connectivity is consetér
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the deployment scheme in Fig. 1(a) maximizes the network
lifetime, i.e., each of th% of the relay nodes are deployed

gon the sections ofsi,v), (s2,v) and (v, so). We can see,

however, given the traffic pattern, moving some relay nodes



tional to the data rate and the communication distance [6].
Since the latter is adjustable, many studies have explored
this property to achieve topology control with given node
deployment. In [18], an optimization problem is formulated
to minimize the maximum power used for each individual
node while maintaining the network connectivity. There are
many follow-up efforts in this direction [22][11][12]. Artber
common goal is power-aware routing [20]. Given the traffic
load, an integer programming can be formulated to minimize
the maximum node energy consumption [4], where the data
routes and the corresponding power levels are identified.
Followup studies with different objectives or constraintm

be found in [13][3]. They generally have assumed that the
deployment of the network nodes is given, which often foow

from less traffic intensive sectid@s, v) to (v, so) will achieve 2 random distribution. o
better performance, as shown in Fig. 1(b). Relay node deployment for WSNs has been studied in

Facing the distinct traffic-aware demand, we first develdfirious contexts [27][16][24][7]. The connectivity preiph for
optimal solutions for the simple case of one source nod&'@y node deploymentwas first formulated in [14], and shown
both with single and multiple traffic flows. We show thaf® P& NP-hard. An approximation algorithm was then proposed
the general form of the deployment problem however is quiSed onsteinerization which assigns all relay nodes with
difficult. Indeed, even without traffic considerations, tetay "oughly the same distance on each edge. This problem was
node deployment problem is already NP-hard with heuristi§§neralized t@-connectivity in [2], which is also named as the
being developed [27]. Unfortunately, our analysis shovet tpsurvivability problem f_ork_z 2. Later [16]_further extended
their approaches are far from optimized in our scenario. 8¢ Problem by considering the constraint that relay nodes
this end, we show that the general problem can be transfornf@ ©nly be placed at some given locations. On the other
into a generalized Euclidian Steiner Minimum Tree problef@nd, there are several works [24][7] explicitly considagri
(ESMT) and develop a hybrid algorithm that successfulglay node placement to prolong network lifetime, e.g.)] [24
returns optimal results with all test cases that can be eerififOCuses on massive random relay node deployment and [7]
within acceptable timeframes. Nevertheless, we face @urtSI'éSSes on using energy provisioning and giving each relay
challenges as the solution of ESMT is in the continuod¥de different energy budget to achieve better performance
domain and may yield fractional numbers of relay nodes. \our work, different from aforementioned, explicitly coders
show that a simple rounding of the solution may result i€ unique traffic pattern in WSNs for data collection.
significant degradation of the performance. We then develop
algorithms for discrete relay node assignment, togethém wi  Ill. SYSTEM MODEL AND PROBLEM DESCRIPTION
local adjustments that yield high-quality practical simuos. . . .

Our sjolutions have }l/)een e?/algatedyupsing both numericaIWe consider a wireless sensor network that consists of

analysis andis-2 simulations. We show that the performancgource. nodegor S-nodesin short) andre_lay nod(_es(or R-
nodesin short). S-nodes sense the ambient environment and

of our scheme id4 times better than a straightforward rela .
9 X‘éward the data, through R-nodes, to a remote base station

node deployment that places the relay nodes in straight I ar further processing. The locations of S-nodes and the bas

to connect each source and the sink separately. Our sch taet"on are aiven aceording to application requirements T
also outperforms by times than the state-of-the-art aIgorithn? ' giv ng pplicat qul

considering connectivity only data rates of S-nodes are also known, but may be different for
The remaining part of the paper proceeds as fOIIOWgi_fferent S-node depending on the specific type of data sense

Section 1l presents the related work. We outline the systel_rFQ'V6n rghesel apﬁ)llcgtlon-sdpeuﬁc r(1:ond|t|0ns, :]he ln(;atwlork
models and the problem description in Section IIl. Sectign |'f€time ft ES cose(}/ epen_”s on tde ‘geograpnical deploy-
proposes solutions to several case studies which can basse?'em of the R-nodes, as lillustrated in Fig. 1. L&t =

building blocks for the general problem. In Section V, wedgtu 151> 52> -+ sy} denote the set of locations @f S-nodes and
the general problem in-depth by first developing solutians £ be the location of the base station. Let the data rate from

continuous space and then focusing on discrete deployme%t.be vi- Define traffic pathp; = woz1 ... 2;, as a sequence

We evaluate our solution by both numerical results ane? of R-nodes which participate in relaying the traffic flow from

simulations in Section VI. Finally Section VII concludesrou®i- Similar to [24][7], we consider the problem how to deploy
paper and gives directions of future work. a given number of R-nodes so as to maximize the network

lifetime, which can be formulated as follows:

Fig. 1. An example of relay node deployment: (a) connegtivit
only deployment; (b) traffic-aware deployment., s, are
sources with data rate 0f6 and0.3. sq is the sink.

Il. BACKGROUND AND RELATED WORK Traffic-Aware Deployment Problem: Given N, the to-
It is known that the energy of a sensor node is mainkal number of R-nodes to be deployed, whefe >
consumed by the wireless communication, which is propak{, find the geographical locations for R-nodds =



{f1, f2,..., fn}, together with their respective communica- s.noge o o L===="="""" s

tion rangesR = {ry,r2,...,rn} and traffic paths for S- fe—r,—re—r,— fe—r,—

nodesP = {p1,p2,...,pm}, SO @s to minimize the energy [e——— NR-nodes ——— ]

consumption of the R-nodes. Specifically, since the network

lifetime is critically bounded by the nodes with the highest EZ

energy costs, we are interested in minimizing the maximum_ A
. . Traffic c———————- L——————— > Traffic

energy consumption among the R-nodes, i.e., Arrival =° ° N Renonras ° = Leaving

————— N Renodes —————
i 1211-?5\/ . Zl u VilEreco + Esena(ri)] - Fig. 2: An illustration of deployment for single source dimg

i€p;,j=1..M

flow and its generalization.

Notice that the summation here indicates that an R-node

can undertake combined traffic flows of multiple sources ify g, <« ———————- Lm——————— > Traffic 1
it is chosen in these paths. Denalg, .. iS the maximum  Arival jl‘i n R'"O_‘_iés 44:% Leaving

. . <& O @
communication range of an R-node. The deployment shouldraffic 2 M M Traffic 2

$
ki nz R-nodes 4"

satisfy the following constraints: Artival Leaving
(1) Communication range, Separate Case

Vr € R7 r< Rmam; Traffic 1 Traffic 1

. . Arrival N —— — — — — —- Ll —— — — —— > Leavi

(2) Forwarding path connectivity, mva 3% o o fﬁ eaving

Tgaf_ﬂcIZ I‘i N R-nodes 44 '[raffl_c 2

Vp = zoT1 ... 7y €P7fmi—1fibi S"’mrnlzl---l; e eaving
Merge Case

(3) S-nodes and sink connectivity, Fig. 3: An illustration of two deployment schemes for single

Vse S, dp=xoz1...21 € P, fo, =S, fo,50 < T'ay- source two traffic flows.

To simplify exposition, we associate each S-node with an R-
node at the same location (as shown in Constraint 3), whig\h
guarantees S-nodes are only involved in local communicatio . ) ) _ i
and the network lifetime thus depends on R-nodes. We be_gln W|th th_e basic cgse_of single source smgle traffic

Our formulation is not restricted by specific energy mode[W- An illustration is shqwn In E|g. 2, wherg is the dl_stance
for wireless communications. For illustration purposee tho€tween the S-node; (with traffic rate:) and the sinkso.

following popular energy consumption model for packef/e need to deLpIoW R-nodes between them. Obviously,
transmission [17] will be used in this paper: should satisfyy < Ry... for a feasible solution. Let the

distance between theth R-node and its next R-node/sink be
ri, i =1,..., N, the energy cost for theth R-node is

The Single Source Single Traffic Flow Case

Esena(r) = ar® 4+,

. _ @
which can also be normalized as V1 [Ereco + Esena(ri)] = 2mic + .
. N . .
Eyena(r) = 1% + ¢, Slpce Yo = L, it is easy to sLee thqt the solution to
minmax;<;<y(2vic+mnrf) isr; = 5, fori=1,2,... /N,
wherec is a small constant comparing witft'. The energy and the minimum of the maximum energy consumption among
consumption for packet receiving is given by the R-nodes i2yic+~1(£)®. This result can be generalized

as follows, which can be easily proved by contradiction.
Theorem 1:The optimal solution for single source single
Finally, it is worth noting that our network model can be eagraffic flow is to start from the source and evenly deploy the

ily extended to a hierarchial structure where each S-nope r&k-nodes with an in-between distance ﬁf The energy con-

resents a cluster of geographically-close sources [#B9] sumption for each R-node ;.. (L, N, ) = 7[2c+(%)°‘].

Our analysis and optimization below will still apply as lon . . .

as the mzny-to-one%attern holds and the inter-flﬁsxcer ml)mr%3 The Single Source Multi Traffic Flow Case

nications dominate the energy consumption, which is the cas Next, we consider the case where multiple traffic flows

Eracv =cC.

for most applications. arrive at one location and need to be relayed to anothernGive
N R-nodes andx traffic flows, we need to decide whether to
IV. OPTIMAL TRAFFIC-AWARE RELAY NODE merge these flows or to relay them separately by assigning
DEPLOYMENT. THE SINGLE SOURCE CASE R-nodes to the-th flow, as long asy ", n; = N. We first

In this section, we study the relay deployment probleronsider the case of two flows, which is illustrated in Fig. 3.
of two basic cases with single source, and derive optimallf the traffic flows are relayed separately, according to
solutions. These results will serve as building blocks forheorem 1, the energy consumption of one R-node for the
solving the general problem in the next section. i-th traffic flow is Egipngie (L, 74, ), for ¢ = 1,2. Similar to



the idea used in the previous subsection, it is easy to s¢e tha s, (v)
the R-nodes should be assigned such that Q

Esingle (La ni, 71) = Esingle (La na, 72) . A \\\

\ ell SZ(QVZ)
Consequently, v
712+ (—)% = 72[2c+ (—)*] . Voo
" n e, | /e
Typically, we have(£)* > ¢ [8] for i = 1,2 and thus \oley
L (o7 L (o7 \ “n .
Wl(n_l ~ 2(n_2 ’ \‘ {‘l
which follows W
ynl  ymL  Lym+ym) L,
- na - mitms =5Vt ). ¥
We then have the energy consumption of an R-node as So(Vo)
L Fig. 4: An example on deployment for multi-source with multi
Ese ararte ~ (== *(g V « . .
pararte = (7)* (471 + ¢72) traffic flows.

On the other hand, if the traffic flows are merged, the energy
consumption of one R-node becomes

I s0, v1 = 1 andwvs = so. Apparently, one deployment strategy
Emerge = Esingte (L, N, (71 +72)) = (71 + 72)(N)°‘ . is to place the R-nodes aloreg andes, and the traffic flows
can then be relayed tey along these two edges separately.
Clearly, we have Alternatively, we can also find energe vertexss and deploy
L., o R-nodes along!, e; and ej; the traffic flows then can be
Eseparate = (N) (¢ + ¢2) relayed froms; ands, via e/, ande),, merged avs, and arrive
L., o o at sp via e5. Surely there can be other relay node deployment
> (M) + (V)] = Emerge ;

schemes with different graph topology, but they all share on
which shows that merging these two flows leads to tHf@mmon fegt_ure that the netwqu lifetime ?s bounded by the
minimum energy cost on an R-node. This result can be eagf§ge containing the R.’-no.de with the maximum energy cost.
generalized to the case &f traffic flows [21] as follows: ote that each edge is directed from a start point to an end
Theorem 2:The optimal solution to single source multiPOINt, which is exactly the cases we have dlsc_ussed in last
traffic flow is to merge all flows into one and apply the optimaf€ction. Thus depending on whether one or multiple flows are

scheme of single source with single traffic flow. relayed by an edge, we can apply Theorems 1 or 2 and have
L., L.,
V. TRAFFIC-AWARE RELAY NODE DEPLOYMENT: THE Ee, = Egingie(Le; s Mesy Aei) = e, [2eH(—)%] = A, (— )¢ .
GENERAL CASE Me; Te;
We now address the general form of the deployment prob-GlVen thaty_, . ;n; = N, to achieveminmaxe,cg Ee,,
lem, i.e., the multi source multi traffic flow case. we needE,, = E., = ..., which follows
A. Theoretical Solution in Continuous Space VAderLe, _ ¥/ Aesle, 2eien (Y AeiLe)) )
We first translate it into a graph equivalence. Define dickcte Tex Me Deien

graphG = (V, E), whereV = {vg,v1,...,vn,00m+1,.--}, Theremaining task thus becomes finding the appropriaténgrap
E = {ej,eq,...}. Letwv; = s; for i« = 0,1,..., M. Here, topology that achieveminzeieE(a Ae; Le, ). Once found,
verticesv;, 7 > M + 1, are calledmerge verticesvhose the number of R-nodes on each edge can be determined by
function will be explained later. Let;, eo, . . . denote the edges Eq. (1) and the deployment then follows Theorem 1. We thus
that connect the vertices In, where traffic flows can only passhave the following observation:
an edge along its direction. The choicewf j > M +1 and Observation 1:The optimal solution to the general problem
e; are to be determined later. Lat, be the sum of average of multi source multi traffic flow is equivalent to minimizing
data rates of the traffic flows passing through edgelLet the total weighted length of the edges that connect all the
L., be the length of the edge, n., be the number of the sources and the sink (allowing a set of merge vertices), avher
R-nodes assigned on edgeandE,, be the maximum energy the weight on an edge; is /)., .
consumption of an R-node on edgge The above problem is a generalized version of the Euclidian
As an example, Fig. 4 shows a simple case of two sourcgtiner Minimum Tree problem, which is known NP-hard [26].
s1 ands, with the base statiory. By definition, we haveyy = A heuristic is proposed in [25], which first constructs a drap



Algorithm RnodeAssignment() Algorithm EnergyBalance()

1. for e; € E, do ne, < 1; 1 Vinin < V;
2. N« N-—|E|; 2:  Enin < maxe,ecp Ee,;
3: while N >0, do 3:  while true, do
4: find e; € F such thate; has the largest energy 4: for each merge vertex € V, do
COStE,, = Egingie(Le;, e, Ae; ) 5: adjustv so as to balancg&., among alle;
5 Ne; < Ne;, + 1; connecting tov;
6: N «— N —1; 6: end for
7: end whilg 7. if maxe,ep Be, < Enmin,
8: return n., for all e; € E; 8: Vinin < V;
Fig. 5: The algorithm for discrete R-node assignment on edge 20 elimgrle(;kmaxei@ Beis
11: end whilg;

topology by adding non-merge vertices one by one and then 12: rewrn Vinin;

use a backtrack algorithm to optimize each sizesmponent Fig. 6: The algorithm for balancing energy consumption on
(a steiner-tree-like structure containifigputer vertices and edges.
inner vertices) on the constructed graph topology.

In the construction, non-merge vertices can be added by
two ordering schemes: 1) Min-Min ordering, where eacthe start point of each edge. Then we add other R-nodes one by
added vertex minimizes the increased total weighted edgee to the edge with the maximum energy consumption (line
length (similar to the minimum spanning tree constructiod-7). This algorithm is optimal, as shown by the following:
but complicated due to creating a merge vertex at each step)Theorem 3:Given the graph topology and any feasible R-
and 2) Max-Min ordering, where each added vertex maximizasde number, the RnodeAssignment() algorithm is optimal.
the minimum of the increased total weighted edge length. For Proof: The proof is done by induction on the number
each of the orderings an algorithm has been designed [2&f.given R-nodesN. The key idea is: When an additional
Unfortunately, no bounds were found for these two algorgthmR-node is assigned to the current induction hypothesis, if
and whenM increases ovet0, either one may return sub-an assignment better than the assignment achieved by our
optimal results. algorithm exists, then to improve our assignment, at least

Interestingly enough, our analysis shows that the subre R-node can be found to move from some other edge to
optimal results by different orderings are often stuck #edi the edge with the maximum energy cost in our assignment.
ent local optimums, even though they are designed to avditien without the additionally assigned R-node, the indurcti
being stuck too early before the siZe&somponent optimization hypothesis can be further improved by moving the newly
stage. This motivates us to implement a hybrid algorithfiounded R-node and thus cause contradiction. The full proof
that uses both orderings complementarily to bypass loaan be found in [21]. ]
optimums. Specifically, we start by adding non-merge vestic 2) Merge Vertex AdjustmentNext we adjust the merge
in one ordering, then switch to the other aftevertices have vertices to further balance the energy consumption among
been added, wheré is enumerated fron® to M. During different edges. For example, if there is an edge that istshor
our performance evaluation, we find that this hybrid algnonit enough; then even deploying one R-node can lead to waste,
successfully returns optimal results on all those test case., when the network gets depleted, the residual enerthyiof
(M < 15) that can be verified within acceptable timeframesR-node is still high. To this end, we develop two algorithims t
balance the energy consumption on different edge and avoid
such situations. Fig. 6 and Fig. 7 show the detalils.

So far we have solved the prOblem of flndlng the graph EnergyBa|ance() (F|g 6) proceeds iterative|y (Mlle
topology, i.e., the location of the merge vertices, whicm-mi |oop) to balance energy consumption among edges connecting
imize the maximum energy cost on an R-node. Howevep each merge vertex. In each iteration (fbe loop), it tries

directly solving Eq. (1) may yield a fractional number of Rio adjust the location of a merge vertesoy solving equations
nodes being assigned to an edge. Our experience shows that _ _

a naive rounding to the closest integers can suffer from up to Ae, (—) = =) = —
40% performance degradation. To build a practical solution, Tes Mea Tes
in this section, we develop algorithms for optimal discrBte wheree; = (v,v1), ea = (v,v2) andes = (v,v3). It is
node assignment and merge vertices adjustments. possible thatv has more than three edges connecting to it.
1) Optimal Discrete R-node Assignmeni/e develop a In this case, we explore all 3-combinations that contain the
greedy algorithm (see Fig. 5) for the discrete R-node assiggdge with the maximum energy consumption, and use the
ment problem, which assign each edge an integer numbersofution that minimizes the maximum energy consumption
R-nodes. It starts from the assignment with one R-node among these edges. Note thaY is bounded by(2 x M —1)
each edge (line 1-2), which by Theorem 1, should be placed25], thus the computation complexity is polynomial and our

B. Practical Solution on Discrete R-node Deployment



Algorithm AdjustMergeVertex() the most straightforward approach and serves as a base-line

1 ne,, e; € E < RnodeAssignment(); Connectivity-Only is chosen from a state-of-the-art sceem
2. Vyn < EnergyBalance(); proposed in [27], which optimizes the system performance by
30 Enin — E; considering connectivity only. There are multiple versiaf

4: Emin — maxe,ep Ee;; the scheme. For better performance, we use thennectivity

5 while true, do version (i.e., there is at least one data path from each &-nod
6: Viemp <= Vininy Etemp — Emin; to the sink) and further enhance it with a better approxi-
7 Etemp < Emin; mation for Euclidean steiner minimum tree [25] (instead of
8: for each merge vertex € V;,;,,, do minimum spanning tree) to construct the graph topology. The
9: V= Viin, E — Enin; Half-Traffic-Aware approach uses the same graph topology
10: combinev with closest vertex fol” and E; as Connectivity-Only but assigns R-nodes by our algorithm
11 ne;, €; € E — RnodeAssignment(); proposed in Section V-B. It is used as a reference to help
12: V' — EnergyBalance(); understand the impacts of the graph topology (by comparing
13: if maxe;ep Ee, < Etemp, with our solution) as well as the discrete R-node assignment
14: Viemp — V5 Etemp — E; algorithm (by comparing with Connectivity-Only). Fig. 8
15: Etemp < maxe,ep Ee,; illustrates how the three approaches and our solution gieplo
16: end if R-nodes by a test case 95 S-nodes used in our evaluation.
17:  end for Our solution is labeled byfull-Traffic-Aware

18: if Etemp < Emin, i i i i

19: Vinin — Viemp: Emin — Eremp! Three metrics are used for evaluation. The first one is the
20: Enmin — Etemp: network lifetime defined as the lifetime of the first depleted R-
21: else break node. In practice, this usuglly requests to dlspatch a terafm

22:  end while to replgcg the battery of this R-node. As sendlr_lg a techmisia
23: return V., and B, costly, it is usually preferred that all the batteries agdaeed.

Thus, the first depleted node can serve as a good indicator
Fig. 7: The algorithm for merge vertex adjustment.  for the end of the network lifetime. The second metric is
the residual energydefined as the residual energy of all R-
) ) ) ) ) nodes at the end of the network lifetime. Since all batteaies
experience shows that the algorithm is fast in practice.  expected to be replaced at the same time, lower residuajygner
AdjustMergeVertex() (Fig. 7) takes the graph topologigicates less energy wastes on the removed batteries. The
generated by the theoretical solution as an input. It firSigaS  hirg metric is theenergy efficiencydefined as the amount of
R-nodes and does energy balancing (liné). Then in each (raffic relayed to the sink by per unit energy cost. We corside
iteration (thewhile loop), it tries to combine each merge verteXnis metric on purpose as we want to evaluate whether our
with its closest vertex and keeps the combination that gieldo|tion extends the network lifetime at the expense of@ner

the largest reduction on the maximum energy cost amopgfficiencies, as the phenomenon discussed in [17].
edges. Also during each try, it reassigns R-nodes and re-

balance the energy consumption globally (lihe12), so as  We seta = 4 [17] and R,.a = 500m. The initial energy
to bypass local optimums. In next section, we will show thdr €ach node is set t& = T;nin - 10°, where T,y is the
our solution, which considers both theoretical optimatityd Minimum network lifetime requested by the application and
practical issues, has achieved excellent performanceguitd 1S Set t01000. With these application parameters, (I'nin,

locationss; and data rates;), the number of R-node¥ is set
VI. PERFORMANCEEVALUATION to the minimum value computed by the following constraint

We evaluate our solution by both numerical analysigvhich is the number of R-nodes required by the base-line
and ns-2 simulations. We adopt similar configurations fronscheme Direct-Connection for a feasible deployment):

[9][27][16] in our evaluation. Specifically, we depldyto 25 B
S-nodes by uniform distribution in a field 60600m x 5000m (Zj‘fl ATk m) /N < 1/ T
with the sink positioned at the center. The normalized data — [ min
rate of each S-node is randomly picked fr¢fn 1]. For each n; = {w-‘
number of S-nodesl0 topologies are generated. Each point ij\il /75 - SiSo
in the figures thus represents the average with an error bar 5i80
- . max < Rz

showing the standard deviation. i=1.M \ n; )~

For comparison, we implemented three deployment ap- M
proaches, namelpirect-Connection Connectivity-Onlyand N = Zm‘
Half-Traffic-Aware Direct-Connection connects each S-node i=1

with the sink by a dedicated data path (an edge) where Rer ease of comparison, all results are normalized by the-bas
nodes are deployed by our algorithm in Section V-B. It ilne scheme Direct-Connection.



2500 T 2500

2000+ 1 2000+
1500 1 1500

1000 1 1000

500 1 500

ot o 1 ot

-500 1 -500
-1000} J _1000}
-1500 J _1500}
-2000F . -2000
2500 2000 1500 -1000 500 0 500 1000 1500 2000 2500 25000 2000 1500 -1000 500 0 500 1000 1500 2000 2500

(a) Direct-Connection (b) Connectivity-Only

2500 : 2500

2000} — 2000} :
1500 1 1500 1
1000} ¥ E 1000} k) E

500F e T B 500F T B

or o B or [} B
-500 SN 1 -500 1
-1000F 1 -1000F 1
(Cones

-1500F 1 -1500F 1
-2000 . -2000F .
-2500 : -2500 :

. . . . . . . I . . . . . . . I
—-2500 -2000 -1500 -1000 -500 0 500 1000 1500 2000 2500 —-2500 -2000 -1500 -1000 -500 0 500 1000 1500 2000 2500

(c) Half-Traffic-Aware (d) Full-Traffic-Aware

Fig. 8: An illustration of different deployment approachesd their residual energy distributions at the end of thevoek
lifetime of each approach. The sink is denoted by the smalhszjat the center. S-nodes are denoted by small circlesedBsn
are denoted by small diamond dots. Each approach uses treersanber of R-node2280). Residual energy is demonstrated
in grey scale, where darker color denotes higher residusiggn A grey scale reference is shown at the bottom righterorn
of each deployment.

A. Numerical Results And the energy efficiency is
Given a practical solution with the graph topology and the T- Zf\il Yi Zf‘il i
number of R-nodes on each edge, the network lifetime canbe N.E—E. .. o (Lejvg )
. residual ZeEE e; ( ) Ne,
estimated ds E i Tei
T'=min ———7——. Fig. 9 shows the results of the network lifetime with differ-
A (n_ci) ent number of S-nodes. As the number of S-nodes increases,
The total residual energy is the lifetime of both Half- and Full-Traffic-Aware increase
I faster and is much higher than that of Direct-Connection
Eresidual = Z (E =N, - (=5)*-T) - ne, and Connectivity-Only. Witl25 S-nodes, Half-Traffic-Aware
L n . K . . - .
0. €E € performs overll times of Direct-Connection and times

of Connectivity-Only, while Full-Traffic-Aware further ses
IFollowing our analysis, we omit the small constanhere. In our ns-2 to 15 times an.d7 times, rgspectlvely, which 'QQ% h'gher
simulation, all the practical factors (e.g), are included. than Half-Traffic-Aware. This demonstrates the importaote
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considering the traffic patterns during both graph topolodyetter). It is not surprising that the Direct-ConnectiorglfH
selection (finding merge vertices) and node deploymenestadraffic-Aware and our Full-Traffic-Aware solution have much
(discrete R-node assignment and merge vertex adjustmenttss total residual energy than Connectivity-Only, sinice t
Another interesting observation is that the lifetime ognergy consumption of the former three schemes is more
Connectivity-Only first rises and then drops slightly. Asgo balanced by assigning more R-nodes to the edges with higher
investigation reveals the reason behind is that the enetfgigffic volumes. However, as Half-Traffic-Aware uses traffic
hole phenomenon [17] becomes more significant when thénd graph topologies as Connectivity-Only, it runs thes
number of S-nodes increases. Fig. 8 shows the residualyendrtgher. This also matches the residual energy distribation
distributions of four deployment strategies on a test cdséo shown in Fig. 8, where Direct-Connection and our solution
S-nodes used in our evaluation. The energy hole problem dzve more balanced distributions than Half-Traffic-Aware.
be clearly seen in Fig. 8b, where R-nodes close to the sinkFig. 11 shows the energy efficiencies of different deploy-
are depleted while most of other R-nodes still have more tharent strategies under different number of S-nodes. It idlo
75% of the energy. As the number of S-nodes increases, meresimilar trend to the network lifetime with one exception
traffic will accumulate close to the sink. This dramaticallghat Connectivity-Only has much better energy efficien@anth
reduces the lifetime if the deployment is not aware of sudbirect-Connection. This is because for the ConnectivitylyO
traffic accumulations, e.g., the Connectivity-Only scheMe most of R-nodes have not yet spent much energy when the first
the other hand, the other two schemes and our solutiBanode dies. Nevertheless, our Full-Traffic-Aware solutitill
successfully avoid this problem by using algorithms thatite achieves the best energy efficiency and delivers abtitmes
in deploying more R-nodes close to the sink, as illustrated of the traffic than Direct-Connection with the same mount
Fig. 8a, Fig. 8c and Fig. 8d. In addition, there are still sale of energy consumed, which shows that the extension of the
edges with the residual energy more th#% of the initial network lifetime by our solution is not at the expense of gger
energy in Fig. 8c. This is because Half-Traffic-Aware uses thinefficiencies.
same graph topology as Connectivity-Only, which is comgute ) )
without traffic-awareness. B. ns-2 Simulations
Fig. 10 shows the results of the total residual energy underTo further evaluate our solution, we conducted extensive
different number of S-nodes (note the value is the lower tlsgmulations byns-2, which consider both sending and receiv-
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