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Abstract Wireless mesh networks (WMNs) have

become a promising solution for quick and low-cost

spreading of Internet accesses and other network services.

Given the mesh topology, multiple paths are often avail-

able between node pairs, which thus naturally endorse

path-diversified transmission. Unfortunately, like in wired

networks, discovering completely disjoint paths in a WMN

remains an intractable problem. It indeed becomes more

challenging given the interferences across wireless chan-

nels in a WMN, not to mention that applications may

demand heterogeneous QoS optimizations across different

paths. The availability of multiple channels in advanced

WMNs however sheds new lights into this problem. In this

paper, we show that, as long as the best channels with

different QoS metrics are not overlapped between neigh-

boring node pairs, complete disjoint paths with heteroge-

neous QoS targets are available in a multi-channel WMN.

We present efficient solutions to discover such paths, par-

ticularly for bandwidth- and delay-optimization. We also

develop novel algorithms for accurately estimating path

bandwidth and delay in the multi-channel environment.

These lead to the design of a practical protocol that extends

the classical Ad hoc On-demand Multi-path Distance

Vector (AOMDV). Through extensive simulations, we

show that our protocol yields significant improvement over

state-of-the-art multi-path protocols in terms of both end-

to-end throughput and delay.

Keywords Multi-QoS � Multi-channel � Multi-path

routing � Wireless mesh network

1 Introduction

The recent advances in multi-hop broadband wireless net-

working have made wireless mesh networks (WMNs) [1] a

promising solution for quick and low-cost spreading of

Internet accesses and other network services in personal,

local, and old metropolitan areas. Given the mesh topology

of a WMN, multiple paths are often available between

node pairs, thus naturally endorsing path-diversified

transmission [2–4], which can exploit multiple routes

simultaneously for a connection, achieving higher aggre-

gated bandwidth and potentially decreasing delay and

packet loss. Unfortunately, like in wired networks, dis-

covering completely disjoint paths in a WMN remains an

intractable problem [5–7].

Furthermore, conventional multi-path protocols have

largely focused on path selection with homogeneous QoS,

typically the path bandwidth. Yet for many applications,

paths with different QoS optimizations would enable much

better flexibility toward traffic split and thus better end-to-

end performance. As an example, the retransmitted data of

a TCP flow would prefer a delay-minimized path, while the

original data, which is generally of larger volume, would
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prefer a bandwidth-maximized path. For video transmis-

sion over UDP, to ensure smooth realtime playback, the

critical I-frames may prefer a delay-minimized path, while

others can be delivered through a bandwidth-maximized

path. It is known that multi-QoS optimization is a difficult

problem [5, 8–11], and it indeed becomes more challenging

given the interference across wireless channels in a WMN.

The availability of multiple channels in advanced WMNs

however sheds new lights into these problems. Disjoint paths

with heterogeneous QoS optimizations can be readily

available in a multi-channel WMN. As illustrated in

Fig. 1(a), in the single channel case, link 2–3 and link 2–4

will interfere with each other (so do link 3–5 and 4–5), and

the overlapping link 1–2 in path 1 and path 2 can be a bot-

tleneck. On the other hand, if the links can operate on dif-

ferent channels (say, 6) simultaneously as in Fig. 1(b), then

link 2–3 and link 2–4 will have no interference, and path 1

and path 2 will be disjoint with each other completely.

In this paper, we show that, as long as the best channels

with different QoS metrics are not overlapped between

WMN node pairs, there exist complete disjoint paths with

different QoS metrics. We present efficient solutions to

discover such paths, particularly for bandwidth- and delay-

optimization. Note that the existence of multiple channels

notably changes the interference pattern from that in sin-

gle-channel WMNs, rendering the existing bandwidth and

delay estimate tools [12–15] far from being accurate. Our

joint optimization of bandwidth and delay (JOBD) protocol

offers novel estimation tools that take both intra- and inter-

flow interferences under channel diversity into account,

achieving much more accurate bandwidth and delay esti-

mations in the multi-channel WMN environment. We have

discussed a series of practical issues toward implementing

the JOBD protocol, and evaluated its performance through

ns-2 simulations. The results demonstrate that, by distrib-

uting traffic over different QoS-optimized paths, our JOBD

protocol yields significant improvement over state-of-the-

art multi-path protocols in terms of both end-to-end

throughput and delay.

The remainder of this paper is organized as follows.

Section 2 reviews the background and related work. In

Sect. 3, we present our system model and analyze the joint

optimization problem of bandwidth and delay in multi-

channel multi-path WMNs. Section 4 develops new algo-

rithms to estimate bandwidth and delay under channel

diversity. Section 5 discusses the practical implementation

issues of the JOBD protocol. Its performance is evaluated

in Sect. 6. Finally, Sect. 7 concludes the paper and points

out future directions.

2 Background and related work

A number of recent deployments of WMNs have been

witnessed, and diverse networked applications are now

running over these networks [7, 16, 17]. Unfortunately,

their end-to-end performance is often unsatisfactory due to

the limited bandwidth, strong interference among the

wireless nodes, and unavoidable collision caused by hidden

and exposed terminals. To this end, there have been sig-

nificant studies on finding routes with diverse QoS guar-

antees [5, 8, 18–21], where Wang and Crowcroft [5] first

proved that multi-constraint-path selection in single-path

routing is a NP-complete problem and gave three heuristic

path computation algorithms.

Later, path diversity was proposed to exploit multiple

routes simultaneously for a connection, achieving higher

aggregated bandwidth and potentially decreasing delay and

packet loss. Given the mesh topology of a WMN, multiple

paths are often available between node pairs, thus naturally

endorsing path-diversified transmission. Wang et al. [22]

argued that the paths should be disjoint, otherwise network

performance enhancement would be bottlenecked. Fully

disjoint paths (node-disjoint and link-disjoint paths) how-

ever are not always available in a network. Maximally

disjoint QoS paths are therefore suggested as an approxi-

mation and various heuristic algorithms were proposed

[23–25]. The interference among multiple paths, a key

factor in wireless transmission, has not been addressed in

these works.

Multi-channel has been suggested as an important

technique to significantly reduce the wireless interference

and improve network capacity in WMNs [1]. Much effort
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Fig. 1 Illustration for benefits of multi-channel to multi-path routing.

(a) Single channel case. Two overlapping paths between sender 1 and

receiver 5. Path 1: 1! 2! 3! 5. Path 2: 1! 2! 4! 5.

(b) Multiple channel case. Two disjoint paths between sender 1 and

receiver 5. Path 1: 10 ! 20 ! 3! 5; Path 2: 11 ! 21 ! 4! 5
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has been devoted to utilizing multi-channel in multi-path

routing in this context [2–4, 26, 27], but mainly focusing on

homogeneous QoS. New routing metrics that capture the

intra/inter-flow interference under channel diversity in

WMNs have also been examined in [12–15]. Weighted

cumulative expected transmission time (WCETT) [12]

combines link weights with expected transmission time

(ETT) to account for intra-flow interference, where ETT is

derived based on link loss rate and bandwidth. Weighted

end-to-end delay (WEED) [15] estimates the end-to-end

delay with respect to intra-flow and inter-flow interference

through a sub-path abstraction, where only intra-flow

interference between two adjacent links are calculated. In

stead, we consider a much more complicate but more real

scenario that beside inter-flow interference, intra-flow

interference exists among all links in one flow path,

resulting in better performance. To the best of our

knowledge, our paper is the first work that employs multi-

channel to utilize bandwidth- and delay-optimized disjoint

paths simultaneously in WMNs.

3 System overview and problem statement

We consider a WMN of K nodes (wireless routers), in

which any two nodes can communicate directly or through

multi-hop relays. Each node is configured with N full-

duplex wireless interfaces (N C 2) [28–30]. There are also

N orthogonal channels in the WMN and each interface is

allotted with one channel.1 We refer to each channel

between two neighboring nodes as a channel link, or a link

in short. Hence, there are N links between two neighboring

nodes in our system, as illustrated in Fig. 2 where N = 2.

The goal of our multi-channel multi-path routing pro-

tocol is to find two disjoint paths with different QoS-

optimized performance. We are particularly interested in

bandwidth and delay, although our solution framework is

general in accommodating other QoS parameters.

We transform the WMN into a weighted undirected

graph G(V, E) as shown in Fig. 3, where V is the set of

nodes and E is the set of links. In particular, V consists of

two kinds of nodes, namely, master nodes (or M-nodes in

short) and interface nodes (or I-nodes in short), repre-

senting the nodes and their interfaces in the WMN,

respectively. Let Vm denote the set of M-nodes, and Vi

denote the set of I-nodes. Obviously, every M-node has

N I-nodes and only the nodes in set Vm can be selected as

source s and destination t. The edges are also categorized

into two sets, Em and Ei. The edges in Em are between

M-nodes and their I-nodes. The edges in Ei are from every

I-node of a M-node to the I-node of other M-nodes if two

interfaces of different nodes operate on the same channel

and within each other’s transmission range in the WMN.

Every edge e in E has two costs, namely, its available

bandwidth and delay. Let Bw(e) be the available bandwidth

of e, Delay(e) be the delay of e, and C(e) be the channel

capacity of e. We have BwðeÞ ¼ 1 and Delay(e) = 0 if

e 2 Em, as interfaces are switchable with marginal latency

in one node in the WMN so that bandwidth approaches

infinity. For e 2 Ei; 0�BwðeÞ�CðeÞ and Delay(e) C 0.

Let Ps,t denote a loop-free path from source s to destina-

tion t as a set of edge sequence, i.e., Ps;t ¼ fe0; e1; . . .; elg,
where for two neighboring edges ei = (xi, yi) and

eiþ1 ¼ ðxiþ1; yiþ1Þ ði ¼ 0; . . .; l� 1Þ, we have yi = xi?1.

Also, we have x0 = s for e0 = (x0, y0) and yl = t for

el = (xl, yl). The bandwidth- and delay-optimized disjoint

path selection problem in multi-channel WMNs can then be

formulated as follows:

Given network G(V,E), a source node s and a destination

node t (s; t 2 Vm), find two paths Ps,t
bw and Ps,t

delay such that

Pbw
s;t \ Pdelay

s;t \ Ei ¼ ;;

with objective function

max min
e2Pbw

s;t

BwðeÞ
 !

and

min
X

e2P
delay
s;t

DelayðeÞ

0
@

1
A:

Theorem 1 There exist complete disjoint paths with

bandwidth- and delay-optimized performance, if the band-

width- and delay- optimized channel links are different

between neighboring nodes.

Proof If the the bandwidth- and delay-optimized paths do

not share any neighboring node pairs, the two paths are

Fig. 2 A multi-channel WMN with 3 nodes. Each node is configured

with two channels, and thus there are two links between neighboring

nodes

1 These interfaces are identical with the same transmission and

carrier sensing range, and can be switched from one channel to

another within marginal delay. In practice the number of channels can

be more than that of interfaces, and there have been a number of

dynamic channel assignment algorithms available [31–34].
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clearly disjoint. Otherwise, for each overlapped neighbor-

ing node pair, the two paths can respectively pick up the

bandwidth- and delay-optimized channel link between the

two neighboring nodes and thus the two QoS-optimized

paths are disjoint with no overlapped channel links. Note

that node disjunction is not a requirement here, given the

multiple interfaces can operate simultaneously in a node.

Given the above theorem, the disjoint path selection

problem can be simply transformed into the classical max-

flow problem and the shortest-path problem, respectively,

and then solved separately.

One concern here is that the bandwidth-optimized link

might overlap with the delay-optimized link between

neighboring nodes. We however find this is not necessarily

the case. While a high bandwidth link has lower trans-

mission delay, the total delay of a link depends on many

other factors, in particular, the number of packets that have

queued for transmitting over the channel. Existing works

[35, 36] have suggested that the latter is often the domi-

nating factor, which is also confirmed by our analysis (see

Sect. 6.1). As such, the probability that the two channel

links overlap can be quite low if there are a number of

channels available in the network (for IEEE 802.11a

standard, there are 12 orthogonal channels).

A more critical challenge however is the accurate esti-

mation of bandwidth and delay in this multi-channel

environment. It is known that co-channel interference is

dominating when multiple channels are available, which

unfortunately has not been well addressed by state-of-the-

art estimation algorithms [15, 37]. In the next section, we

will address this challenge and develop more accurate

estimation tools under channel diversity, and we will fur-

ther present a practical protocol design in Section 5. To

facilitate our discussion, Table 1 summarizes the key

notations used in this paper.

4 Bandwidth and delay estimation under channel

diversity

We proceed with new algorithm designs for computing the

two routing metrics in the multi-channel environment, i.e.,

available bandwidth and end-to-end delay of a path. It is

known that, due to the limitation of available orthogonal

channels, with the existence of co-channel links, i.e., the

Fig. 3 A multi-channel WMN with 3 nodes, n1, n2 and n3. Each node

is configured with two interfaces. Each interface is considered as an

I-node and connected to its M-node by an edge with infinite

bandwidth and zero delay. Bandwidth and delay on other edges

are also shown as bwi and di, respectively. We assume

bw1 [ bw2, d1 [ d2, bw3 [ bw4, d3 [ d4. If n1 is the source node

and n3 is the destination, the maximum-bandwidth path will be n1 !
n1

1 ! n1
2 ! n2 ! n2

2 ! n2
3 ! n3 and the minimum-delay path will be

n1 ! n2
1 ! n2

2 ! n2 ! n1
2 ! n1

3 ! n3

Table 1 List of notations

G(V, E) A graph with V as its vertex set and E as its edge set

Vm Set of M-nodes

Vi Set of I-nodes

Em Set of edges between M-nodes and their I-nodes

Ei Set of edges between I-nodes

Bw(e) Available bandwidth of edge e

C(e) Channel capacity of edge e

Delay(e) Delay of edge e

Ps,t
bw Maximum-bandwidth path from node s to t

Ps,t
delay Minimum-delay path from node s to t

CHBi Channel busy time ratio for link i

ACBi Accumulated channel busy time for link i

Ttotal Total channel time slot

Bi Channel capacity of link i

BITF_i Available bandwidth of link i in inter- flow interference

ETXi Expected transmission count in link i

TBi Channel busy time of link i

TB1;2;...;k Accumulated channel busy time over links 1; 2; . . ., and k

BIAF Available bandwidth of a path in intra- flow interferece

Dp End-to-end delay over path p

H Hop count of path p

Di One hop delay of link i

I Packet length

ABi Available bandwidth of link i

Wj Contention window at the jth bankoff stage

Mi Number of packets queued in the buffer of link i
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links operating on the same channel, both inter-flow

interference and intra-flow interference can occur [13].

The former refers to the contentions that occur among

co-channel links in different paths, and the latter refers

to the contentions when co-channel links locate in the

same path. We will first compute the available band-

width under inter-flow interference and intra-flow inter-

ference separately, and then integrate them together to

calculate the available bandwidth over a whole path. The

computation of end-to-end delay will then be investi-

gated afterwards.

4.1 Available bandwidth under inter-flow interference

We compute available bandwidth of link i under inter-flow

interference, BITFi
, as follows:

BITFi
¼ ð1� CHBiÞBi

ETXi

; ð1Þ

where Bi is channel capacity of link i, CHBi ¼ ACBi

Ttotal
is

channel busy time ratio, ACBi is accumulated channel busy

time of links inter-flow interfered with link i, Ttotal is total

channel time slot including both ‘‘busy‘‘ and ‘‘idle’’ peri-

ods, and ETXi represents expected transmission count

required to successfully deliver a packet along link

i. Obviously, 1 - CHBi indicates channel idle ratio for link

i, and the numerator part of BITFi
can be interpreted as the

available bandwidth for one transmission. As such, BITFi

gives the effective available bandwidth for one successful

transmission with ETXi transmission attempts.

Note that the accumulated channel busy time, ACBi, can

not simply be the sum of all the channel busy time of links

that suffer from inter-flow interferences with link i, since

these links may have no interference with each other. If

two co-channel links, m and n, do not locate in each other’s

interference range (such as links m5 and n1 in Fig. 4), their

accumulated channel busy time will be in the range of

[max (TBm, TBn), TBm ? TBn] as TBm and TBn are inde-

pendent with each other, where TBm and TBn are their

channel busy times, respectively. And we can view their

accumulated channel busy time TBmn as a uniformly dis-

tributed random variable in [max (TBm, TBn), TBm ? TBn]

approximately. It follows that E[TBmn] = (TBm ? TBn ?

max (TBm, TBn))/2. Otherwise, if m and n interfere with

each other (such as links m2 and n1 in Fig. 4), TBmn can

simply be the sum of their channel busy time, since TBm

and TBn could not occur simultaneously. In general, if co-

channel links l1; l2; . . ., and lk have no interference with

each other (note that these links all have co-channel

interference with a common link), the accumulated channel

busy time TB1;2;...;k complies with uniform distribution in

½maxðTB1; TB2; . . .; TBkÞ;
Pk

l¼1 TBl� approximately, and

E½TB1;...;k� ¼
Pk

l¼1 TBl þmaxðTB1; TB2; . . .; TBkÞ
2

ð2Þ

Therefore, we first divide the set of all links inter-flow

interfering with link i into a minimum number of subsets,

where the links do not interfere with each other in every

subset but have interference with links in other subsets.

For any subset Sj, the accumulated channel busy time

ACBij is calculated according to Eq. (2), and the subset is

viewed as a newly mixed virtual link with ACBij as its

channel busy time. The overall accumulated channel busy

time is the sum of the accumulated channel busy time of

each subset, for there are interferences across links in

different subsets. This calculation is summarized in

Algorithm I.

1 2 3

7'6'5'4'3'2'1'

7654m2

n2n1 n4 n6n5n3

m6m5m3 m4m1 Path 1

Path 2

Fig. 4 Example of inter-flow

interference between two paths.

Assume links m2, m5 and n1 are

assigned with the same channel.

The small circle covers

available transmission range of

a node, and the large circle

denotes interference range of a

node. So links m2 and n1 will

suffer from co-channel inter-

flow interference, while m5 and

n1 have no such interference
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4.2 Available bandwidth under intra-flow interference

When there are two co-channel links that interfere with

each other in the same path, the two links can not transmit

data simultaneously. The total transmission time of two

links is the sum of the transmission time in each link.

Assuming the size of the transmitted data is Sdata, we thus

have

Sdata

Bi;j
¼ Sdata

Bi

þ Sdata

Bj

where link i and link j are two interfered co-channel links

in the same path, Bi and Bj are bandwidth of each link,

and Bi,j is the total available bandwidth over the two

links. By dividing both sides of the equation with Sdata,

we then have

1

Bi;j
¼ 1

Bi

þ 1

Bj

ð3Þ

Similarly, for the scenario that co-channel links

l1; l2; . . ., and lk interfere with each other in the same path,

we have

1

Bl1;l2;...;lk

¼ 1

Bl1

þ 1

Bl2

þ . . .þ 1

Blk

ð4Þ

where Bl1;l2;...;lk is the total available bandwidth over links

l1; l2; . . ., and lk.

As such, we can first find all the links that interfered

with a particular link in one path. The available bandwidth

of that link is then calculated by Eq. (4) and we then take

the minimum available bandwidth among all links as the

available bandwidth for that multi-channel path under

intra-flow interference, as illustrated in Algorithm II. This

is a centralized algorithm to be executed by the last node in

one path. We further extend it to a distributed implemen-

tation, which considers two adjacent co-channel links at a

time and thus can be executed hop-by-hop (see Algorithm

III). Note that, in both algorithms, the co-channel links are

sorted by their distances from the source, following the

flow direction.

The path available bandwidth from Algorithm III can be

slightly smaller than that from Algorithm II, since one link

might be involved in Eq. (3) several times while it actually

should just be involved in Eq. (4) one time. Nevertheless,

state-of-the-art channel assignment algorithms are quite

effective in minimizing the number of co-channel inter-

fered links [38], and hence the difference of the two

algorithms is marginal. Our experience is that the number

of co-channel links interfering with each other is hardly

beyond two.

4.3 Available bandwidth over a multi-channel path

Taking both inter-flow and intra-flow interference into

account, the available bandwidth over a multi-channel path

can be evaluated by integrating Algorithm I and Algorithm

III. Specifically, We replace the channel capacity PBij in

Algorithm III with the available bandwidth of the jth

link under inter-flow interference, which is obtained by
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Algorithm I and Eq. (1). The BIAF given by Algorithm III

then becomes the available bandwidth over the multi-

channel path.

4.4 End-to-end delay over a multi-channel path (MC-

EED)

The end-to-end delay is not only determined by path

bandwidth, but also depends on other factors such as MAC

access delay, and queuing delay [36]. To capture these

factors, we compute the end-to-end delay of a path p as

follows,

Dp ¼
XH

i¼1

Di;

with

Di ¼ ETXi

I

ABi

þ
XETXi

j¼1

E½Wj�
 !

�Mi ð5Þ

The parameters here are summarized as follows, and the

practical estimation of the key parameters will be detailed

in the next section:

• Dp: end-to-end delay over path p;

• H: hop count of path p;

• Di: one hop delay in link i;

• I: packet length;

• ETXi: expected transmission count along link i;

• ABi: available bandwidth of channel link i;

• Wj: contention window at the jth backoff stage;

• Mi: number of packets queued in the buffer of link i.

It is worth noting that in Eq. (5), ABi is the available

bandwidth of channel link i, which is mainly influenced by

co-channel interferences and different from that in single-

channel networks. The computation of ABi adopts the

algorithms proposed in the previous subsection. Specifi-

cally, we first find all the links inter-flow interfered with

link i, and obtain the available bandwidth of link i under

inter-flow interference according to Eq. (1). We then dis-

cover co-channel links interfered with link i in path p, and

get ABi through Eq. (4). According to the 802.11 standard

[39, 40], E[Wj] = (2j-1Wmin - 1)/2, where Wmin is the

minimum contention window.

Intuitively, in Eq. (5), ETXi
I

ABi
denotes the transmission

delay under channel diversity,
PETXi

j¼1 E½Wj� represents the

MAC access delay, and Mi captures the queuing delay.

Note that ABi is the available bandwidth of channel link

i rather than the available bandwidth of the whole path

p. Comparing Algorithm III with Eq. (5), we can easily find

that the delay is not simply inversely proportional to the

available bandwidth of one path.

5 JOBD routing protocol design

In this section, we present a practical protocol design,

JOBD, that incorporates the above results for discovering

and utilizing the maximum-bandwidth path and the mini-

mum-delay path simultaneously.

5.1 Basic AOMDV

Our JOBD protocol inherits the route discovery mechanism

from the Ad hoc On-demand Multi-path Distance Vector

(AOMDV) protocol [41], a well-known multi-path exten-

sion to the classical AODV. AOMDV computes multiple

loop-free and link-disjoint paths with customized flooding,

and takes hopcount as its routing metric. In AOMDV, a

node records the maximum hopcount of the multiple paths

for each destination, referred to as the advertised hopcount

for that destination. The protocol only picks up alternative

routes with hopcount less than the advertised hopcount.

The first hop field in an AOMDV Route REQuest packet

(RREQ) or Route REPly packet (RREP), which indicates

the first hop taken by the packet, is used to ensure the

disjunction of the multiple paths.

5.2 Route discovery in JOBD

In our JOBD protocol, when a node has data to transmit, it

first broadcasts a route request message (RREQ) through
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all its interfaces. To discover QoS-optimized routes, we

extend the header of each RREQ packet to hbw, delay,

chan-bw, last-chan-ID, AOMDV RREQ headeri, as shown

in Fig. 5. Here, bw and delay are the available bandwidth

and end-to-end delay of the path passed by this RREQ,

chan-bw records the available bandwidth for each channel,

and last-chan-ID indicates last channel it passes. When one

interface of an intermediate node receives an RREQ mes-

sage at the first time, the node first gets the value of its

channel (channel number is last-chan-ID) available band-

width and one hop delay. It then updates chan-bw, the

bandwidth of the channel. The bw is determined by the

minimum bandwidth among all channels recorded in chan-

bw. The delay field is updated similar as that of hopcount in

the AOMDV header.

The node then rebroadcasts the message through all of

its interfaces. Redundant RREQ messages can be used to

build multiple reverse paths. Once the destination receives

an RREQ packet, it updates the bw and delay fields as

intermediate nodes, establishes the reverse path, and sends

back RREP along the newly built reverse path. Subse-

quently, the destination or the nodes that have routes to the

destination send back RREP packets with newly modified

packet header, hbw, delay, last-chan-ID, AOMDV RREP

headeri, to assist establishing forwarding paths. The three

new fields in RREP have the same meanings as those in

RREQ packet header.

The routing table entries are also redesigned in JOBD.

Specifically, we add next-chan-ID, bw and delay fields in

route_list, as illustrated in Fig. 6. These three new fields

indicate the channel number of next hop, the available

bandwidth, and the end-to-end delay of one route, respec-

tively. Similar to AOMDV, a route is updated when a node

receives a RREQ or RREP packet with a new sequence

number or there’s a better path, e.g., with larger achievable

bandwidth or smaller end-to-end delay.

5.3 Parameter estimation

A key step toward implementing JOBD is the estimation of

the two path selection metrics, namely, available band-

width and end-to-end delay. Given the algorithms in Sec-

tion 4, this can be accomplished by measuring ETX,

channel busy time, and the number of packets queued in

the buffer.

To calculate ETX, we need to obtain the forward and

reverse delivery ratio (df and dr). The value of df and dr can

be evaluated through link probing [42]. Each node peri-

odically broadcasts probing packets, say, at a rate of one

packet per second. Every node records the number of

probing packets it receives during last ten seconds and

inserts this information in the header of its own probe

packets. Therefore, the nodes can compute dr directly from

the number of packets they receive during a recent period,

say, ten seconds, and also obtain df by using the informa-

tion in the probe packets sent to themselves from one of

their neighbors.

For the measurement of channel busy time, we take the

time that packets are sent successfully from one node along

one channel as the busy time of that channel in a certain

time period.

The number of packets queued in the buffer can also be

estimated through probing packets [15]. Specifically, each

node periodically broadcasts probing packets to its down-

stream neighbors at a predetermined rate, carrying over the

number of packets queued in the buffer in its probe packet

header. When downstream nodes receive the probing

packets, they will update the count of packets queued in

their upstreaming nodes in their neighbor lists.

6 Performance evaluation

In this section, we evaluate the performance of our solution

through ns-2 simulations. We adopt a similar configuration

as in [15, 43, 44]. Specifically, we conduct experiments on

chan-bwbw delay AOMDV RREQ

1wb1nahc

chan 2 bw2

chan n bw n

last-chan-ID

Fig. 5 JOBD RREQ packet header

AOMDV route_list
{(nexthop1, hopcount1)
  (nexthop2, hopcount2)

...}

JOBD route_list
{(nexthop1, next-chan-ID1, bw1, delay1)
(nexthop2, next-chan-ID2, bw2, delay2)}

Fig. 6 The route list of AOMDV and JOBD
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both random and grid topologies. The random topology

consists of 40 nodes uniformly distributed in a

1,000 m 9 1,000 m area, where 8 flows are run over the

network. The grid topology places 100 nodes with a dis-

tance of 200 m between two adjacent nodes and 10 flows

are operated across the network. In both topologies, the

sources and destinations of all flows are randomly picked.

Each node is configured with 250 m as its transmission

range and 500 m as its interference distance. The MAC

protocol adopts 802.11a with 5 Mbps as its channel rate.

We use the channel assignment scheme proposed by

Kyasanur et al. [34] and configure 12 channels with 4

interfaces for each node. We implemented separate buffer

queues for each interface. To mitigate randomness, for

each topology, we run 100 simulations with different

source and destination selections, and for random topology,

a new network topology is also generated for each simu-

lation. The results shown in the figures are thus the average

of 100 simulations.

For comparison, we also implement another two state-

of-the-art multi-path routing protocols. One is AOMDV

[41], which is a well-adopted protocol for multi-path

routing in the single channel environment. And we further

extend it to support multi-channel in our evaluation. The

other protocol is a multi-channel multi-path routing pro-

tocol proposed in [26]. To further improve its performance,

we use a modified version that also uses WEED [15] as the

routing metric and we denote the resulting protocol as

MWEED.

In the following subsections, we first examine the

probability that bandwidth- and delay-optimized paths are

overlapping under different network sizes and different

number of channels. We then present the experimental

results which show that both UDP- and TCP-based appli-

cations can gain noticeable benefits from our solution.

6.1 Probability of path overlapping

As discussed earlier, the effectiveness of our solution lar-

gely depends on whether the maximum-bandwidth and

minimum-delay channel links are overlapped at each hop.

Suppose we have N orthogonal channels. For a neighboring

node pair, the probability that these two overlap is 1/N. For

a path of L hops, the probability that an overlap occurs is

1 - (1 - 1/N)L. For a reasonably large N, say 12, this

probability is pretty low. To better understand this, we have

also measured this probability in our simulations. We vary

the network size from 20 to 60 in the random topologies,

and from 80 to 120 in the grid topology. In each topology,

the amount of channels is changed from 8 to 16 and we

randomly select up to 300 node pairs as sources and

destinations.

Figure 7 shows how the probability of path overlapping

changes with different number of channels and nodes in

random topology. Not surprisingly, it decreases with

increasing the number of channels, as more channels

potentially offer more disjoint channel links. It increases

with increasing the network size, as there are more longer

paths in a larger network. Nevertheless, it remains pretty

low in all the settings (no more than 6 %).

The results of grid topology are shown in Fig. 8, which

follow a similar trend as in the random topologies. An

interesting observation is that when the network is larger

than a certain size (over 90 in our simulations), the further

increase of the overlapping probability becomes marginal.

A close investigation shows that at this stage, although the

paths in the network may become longer, there are indeed

more paths available between node pairs, i.e., paths are

more diversified. We thus believe that in practice, the
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overlapping probability is still acceptable even with very

large network sizes.

6.2 Performance with UDP traffic

We next examine the performance with UDP traffic under

different routing protocols. We focus on a typical UDP-based

application, that is, video streaming. We use a parameterized

version of ‘‘Football’’ video sequence [44] encoded by the

H.263 standard. We transmit its I-frames through the mini-

mum-delay path and other frames over the maximum-

bandwidth path in JOBD. The rationale is as follows: the

I-frames are the most important for video reconstruction

because other frames (P- and B-frames) depend on them. To

ensure smooth playback, they should be delivered as soon as

possible. On the other hand, P- and B-frames are less critical

but with relatively larger data volume, and thus should better

be transmitted over the maximum bandwidth path. This is

particularly true when the GOP (Group of Picture) size is

large. In our study, we use a GOP of 8 frames, which is quite

conservative. For AOMDV and MWEED, we also use the

same scheme to split the traffic among multiple paths. We

evaluate the performance in terms of delivery ratio and end-

to-end delay under different flow rates.

Figure 9(a) and (b) shows the results with different

routing protocols in the random topologies. Note that

simulation identifier is the simulation sequence number.

For the delivery ratio, JOBD outperforms AOMDV on an

average of 39.8 % and MWEED on an average of 11.5 %,

while JOBD successfully reduces the end-to-end delay to

65.8 % of AOMDV and 82.2 % of MWEED. This is

because JOBD provides both the minimum-delay path and

the maximum-bandwidth path, which meet the demands

from I-frames and other frames simultaneously. On the

other hand, although AOMDV and MWEED also split the

traffic among different paths, these paths do not always fit

the specific demands from I-frames and other frames, thus

resulting in poorer performance.
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Another observation is that although the delivery ratio is

decreasing with increasing flow rate, it decreases faster

when the flow rate is over 20 pkt/s (Nevertheless, our

JOBD remains much better than the other two protocols).

The reason is that at this flow rate, the queuing buffers at

the intermediate nodes are becoming full and more packets

will be dropped if the flow rate increases further. This also

explains the sudden change of the end-to-end delay around

the flow rate of 20 pkt/s. To better understand this, we

further show the performance of different simulation runs

at the flow rate of 20 pkt/s in Fig. 9 (c) and (d). It is easy to

see that with different random topologies and source des-

tination pairs, the delivery ratio of JODB stays quite stable

while the variance of end-to-end delay is more noticeable.

This is because the end-to-end delay is more sensitive to

the hop distances between the source and destination

nodes, which may be quite different for each simulation

run.

The results for the grid topology are shown in Fig. 10. It

is easy to see that both the delivery ratio and the end-to-end

delay follow similar trends as for the random topologies,

though the end-to-end delay is generally a bit higher in the

grid topology. This is because the grid network has a larger

node population, where the hop distances between the

source and destination nodes may become longer. Even so,

our JODB still performs much better than the other two

protocols, with a gain of 10.4–30.3 % on delivery ratio and

a gain of 13.7–24.9 % on end-to-end delay.

6.3 Performance with TCP traffic

We next investigate the performance with TCP traffic by an

FTP application. we employ TCP-Veno, the most well

developed wireless TCP version, which is known for its

ability to distinguish wireless loss from congestion. To

fully exploit the path diversified multi-QoS optimization in

JODB, each file sender transmits as much data as they can

with original packets along the bandwidth-optimized path

and retransmitted packets along the delay-optimized path,

since the retransmitted packets are of relatively small
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Fig. 10 UDP performance in grid topology. (a) UDP delivery ratio versus Flow rate. (b) Average end-to-end delay versus flow rate. (c) UDP
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amount but have more stringent delay demand while the

original packets consume more bandwidth. For AOMDV

and MWEED, we also split the traffic and send the original

and retransmitted packets along different paths. Figure 11

gives the results in different simulation runs. As expected,

in each topology, our JODB achieves the best performance

and outperforms the other two on average by 18.8–43.7 and

13.5–27.3 % in terms of throughput and end-to-end delay

respectively, since JOBD offers both bandwidth- and

delay-optimized paths that can satisfy the requirements for

the original and retransmitted packets. Comparing with the

results shown in Figs. 9 and 10, one observation is that the

throughput of TCP traffic has more noticeable variances

among different simulation runs. We believe this is because

the reliable transmission and congestion control mecha-

nisms in TCP protocol are more sensitive to the hop dis-

tances, which may have great variances for different node

pairs and simulation runs.

7 Conclusion and future work

In this paper, we explored the solutions for path diversified

multi-QoS optimization in WMNs. We showed that the

availability of multiple channels in advanced WMNs sheds

new lights into this problem. In particular, we proved that,

as long as the best channels with different QoS metrics are

not overlapped between neighboring node pairs, complete

disjoint paths with different QoS metrics are available. We

are particularly interested in the JOBD, the two most

common QoS metrics. To this end, we further developed

the JOBD protocol. Since the multi-channel environment

notably changes the interference pattern from that in sin-

gle-channel WMNs, our JOBD offered novel estimation

tools to achieve much more accurate bandwidth and delay

estimation, which take into account the intra-/inter-flow

interference as well as channel diversity. We also discussed

a series of practical issues toward implementing the JOBD

1 2 3 4 5 6 7 8 9 10
0

500

1000

1500

2000

2500

Simulation Identifier

N
et

w
or

k 
T

hr
ou

gh
pu

t
AOMDV
MWEED
JOBD

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

Simulation Identifier

E
nd

−
to

−
E

nd
 D

el
ay

AOMDV
MWEED
JOBD

1 2 3 4 5 6 7 8 9 10
0

500

1000

1500

2000

2500

Simulation Identifier

N
et

w
or

k 
T

hr
ou

gh
pu

t

AOMDV
MWEED
JOBD

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

Simulation Identifier

E
nd

−
to

−
D

nd
 D

el
ay

AOMDV
MWEED
JOBD

(a) (b)

(c) (d)

Fig. 11 TCP performance in random and grid topologies. (a) Throughput in random topology. (b) Average end-to-end delay in random

topology. (c) Throughput in grid topology. (d) Average end-to-end delay in grid topology

Wireless Netw

123



protocol. To evaluate our solution, we conducted extensive

ns-2 simulations and compared it with other two state-of-

the-art multi-path protocols. The results demonstrated that

our JOBD protocol can achieve much better performance

with both UDP and TCP traffics.

In the future, we plan to implement our JOBD protocol

in real WMNs and conduct more experiments to investigate

its interactions with various applications as well as other

network services. We are also interested in developing

protocols that jointly optimize other QoS metrics besides

bandwidth and delay.
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