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AbstrAct
Recent years have witnessed the expeditious 

development of crowdsourced livecast, also 
referred to as crowdcast, breeding such indus-
try upstarts as Youtube Live, Twitch Tv, Mixer, 
Douyu, and so on. Unlike traditional TV-based 
livecast that provides uniform services, in crowd-
cast, service providers are racking their brains to 
satisfy each viewer’s personalized QoE demands 
since different viewers usually have quite diverse 
preferences. To achieve this goal, the key chal-
lenges lie in the accurate prediction of viewers’ 
personalized QoE preferences and the cost-ef-
fective viewer serving at the network edge. We 
argue that the confluence of edge computing 
and recent advance in deep learning shed light 
on accommodating these challenges, enabling 
more intelligent personalized QoE provision. 
In this article, we first provide an overview of 
today’s crowdcast solutions, highlighting the 
challenges and opportunities therein from uni-
form crowdcast to personalized crowdcast with 
a large-scale measurement. We then present an 
intelligent edge learning framework ELCast as a 
case study, which leverages convolutional neural 
network and deep reinforcement learning in an 
edge computing architecture for personalized 
crowdcast. Trace-driven experiments demon-
strate the superiority of ELCast over state-of-the-
art approaches.

IntroductIon
Recent years have witnessed the expeditious 
development of crowdsourced livecast, also 
referred to as crowdcast, breeding such indus-
try upstarts as Youtube Live (https://www.you-
tube.com/live), Twitch Tv (https://www.twitch.
tv/), and Douyu (https://www.douyu.com/), with 
billion dollars of revenue particularly from the 
younger generation every year. The huge divi-
dends in the market as well as the prevalence of 
personal devices motivate a plethora of amateur 
broadcasters to conveniently contribute their own 
contents, such as sports, games, or even daily 
activities, further attracting a massive number of 
viewers. As reported by Twitch Tv, the monthly 
broadcasters achieved 5.76 million and the con-
current viewers even exceeded 1.95 million in 
2020 (https://twitchtracker.com/statistics).

Unlike traditional TV-based livecast where 
viewers passively watch a few well-planned chan-
nels with uniform services, in crowdcast, viewers 
are free to select their preferred platforms and 
channels. In order to survive in the highly com-
petitive market, recent service providers are rack-
ing their brains to diversify streaming services to 
meet each viewer’s personalized QoE demands 
since different viewers usually have quite different 
preferences, such as the requirements for bit rate, 
streaming latency, and channel switching latency. 
For example, a viewer who frequently interacts 
with the broadcaster is usually highly sensitive to 
the network latency since the delayed messages 
will seriously affect the experience of all parties. In 
contrast, many silent viewers are more willing to 
enjoy high-definition (HD) watching experience 
even if they have to sacrifice network latency.

Following a typical two-layer cloud-end archi-
tecture, traditional crowdcast is confined to pro-
vide best effort but homogeneous streaming 
services, which is inflexible to satisfy the differ-
entiated quality of experience (QoE) demands 
as all QoE metrics are optimized in a monolithic 
approach. The emerging edge computing points 
out a promising direction toward this goal by 
pushing the transcoding and viewer serving from 
the remote network core to the local network 
edge. The geo-distributed edge servers that are 
configured with different computation capacities, 
bandwidth, as well as network latencies, can pro-
vide differentiated streaming services for versatile 
QoE demands.

Even so, accommodating personalized QoE 
for viewers remains challenging. The first diffi-
culty lies in profiling the personalized QoE pref-
erence of each viewer. It is unrealistic to survey 
each viewer’s QoE preference since it can be 
highly dynamic over time; frequent inquiries will 
instead harm the experience. Thus, it is necessary 
to analyze viewers’ implicit watching behavior 
patterns to profile the QoE preference. Second, 
with the numerous video contents and viewers 
as well as the limited edge resources, it is hard to 
achieve cost-effective video transcoding and view-
er assignment at the edge servers, as we need to 
satisfy personalized QoEs to the maximum extent.

We argue that the recent breakthroughs on 
learning can facilitate the data processing capac-
ities, enabling a thrilling development of edge 
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computing services. The confl uence of edge com-
puting and deep learning is believed to bring new 
possibilities to achieve intelligent and personalized 
crowdcast services with cost-eff ective solutions.

In this article, we first provide a background 
overview of today’s crowdcast solutions, high-
lighting the challenges and opportunities therein 
from uniform crowdcast to personalized crowd-
cast with a large-scale measurement. We then 
present an intelligent edge-learning-based frame-
work ELCast as a case study, which integrates a 
convolutional neural network (CNN) and deep 
reinforcement learning (DRL) in the edge comput-
ing architecture for personalized crowdcast. Our 
trace-driven evaluation demonstrates the superior-
ity of ELCast over state-of-the-art approaches. To 
our best knowledge, ELCast is the fi rst to develop 
an integrated framework towards both the per-
sonalized QoE profi ling and viewer assignment in 
crowdcast services.

from unIform QoE to PErsonALIzEd QoE: 
bAckground, mEAsurEmEnt, And chALLEngEs

crowdsourcEd LIVEcAst: thE PrEsEnt rEsEArch
The booming development of crowdcast has 
drawn escalating attention from both industry 
and academia. The present research works mostly 
regard a crowd of viewers as an entity with uni-
form QoE demands and focused on optimizing 
such uniform QoE. According to the system archi-
tectures used, the current research can be divided 
into three categories — cloud-based approach-
es, end-assisted approaches, and edge-assisted 
approaches — as illustrated in Fig. 1. We summa-
rize the present research works in Table 1.

Cloud-Based Approaches: Pioneer works rely 
on the resourceful cloud to serve the computa-
tion-intensive crowdcast services. In this archi-
tecture, the source videos from broadcasters are 
transcoded to multiple versions (bit rates) at the 
cloud to serve diff erent viewers according to their 
network conditions. Given the expensive resource 
price and the unbalanced resource usage across 
different cloud servers, a dozen research works 
have explored the best workload scheduling to 
accommodate the dynamic task demands with 
cost-eff ective approaches [1, 2], so as to optimize 
the QoE such as latency and bit rate [3].

End-Assisted Approaches: Considering the 
requirement for huge concurrent computa-
tion resources as well as the high cost, existing 

research works have also explored the possibility 
of off loading the transcoding tasks to the devices 
of the massive amount of viewers. For example, 
He et al. [4] proposed to select highly interac-
tive and stable viewers as candidates through a 
tree-based search algorithm and ask those candi-
dates to contribute their computation capacities 
for joint transcoding. Following a similar idea, Liu 
et al. [5] outsourced the transcoding load to the 
crowdsourced end devices (or fog devices) to 
satisfy the proper bit rate requirements. Given the 
massive scale of terminal devices and the cheap 
computation resources, end-assisted approaches 
greatly save cost with carefully designed selection 
strategies. However, the uncertainty of working 
devices is likely to cause unstable transcoding ser-
vices, which aff ects viewers’ QoEs.

Edge-Assisted Approaches: The emerging 
paradigm of edge computing bridges the gap 
between satisfying QoE and reducing viewer 
serving cost. Edge servers can effectively under-

FIGURE 1. The system architecture of cloud-based approaches, end-assisted approaches, and edge-assisted approaches for crowdcast 
services: a) cloud-based architecture; b) end-assisted architecture; c) edge-assisted architecture.
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TABLE 1. A summary of present research works on crowdcast with uniform QoE.

Approaches Categories Objectives Technique summary

CALMS [1] Cloud-based Bit rate, cost
Adaptively lease and adjust cloud server 
resources to accommodate the dynamic 
task demands. 

Cheng et al. [2] Cloud-based Latency, cost
Introduce a prediction-based scheduling 
algorithm to reduce the latency and 
resource cost.

CLGVS [3] Cloud-based
Bit rate, 
latency, cost

Leverage the Lyapunov optimization for 
better latency, bit rate, and transcoding 
selection. 

He et al. [4] End-assisted Bit rate, cost
Develop a tree-based search algorithm to 
select proper candidates for user-assisted 
transcoding. 

Liu et al. [5] End-assisted Bit rate, cost
Formulate the end-assisted transcoding 
and viewer association as an integer 
programming problem. 

LiveJack [6] Edge-assisted Bit rate, latency
Propose a transparent network service to 
seamlessly integrate edge and cloud for 
better QoE. 

Ge et al. [7] Edge-assisted Bit rate, latency
Perform context-aware transient holding of 
video segments at the edge for high bit rate.

Zhang et al. [8] Edge-assisted
Bit rate, 
latency, cost

Model the the viewer scheduling and 
transcoding selection as a Markov problem 
to solve.
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take the heavy burden of cloud servers, and 
provide diff erentiated streaming services to view-
ers directly. In this architecture, an edge server 
will transcode the local or remote video chunks 
to multiple bit rate versions, and serve viewing 
requests with different bit rates. Since different 
edge servers are featured with different compu-
tation capacities, network bandwidth, and laten-
cy, viewers with specific QoE preferences can 
be assigned to proper edge servers to optimize 
their QoEs. Existing works, however, have mostly 
focused on uniform QoE provision such as high 
bit rate [6] and low latency [7] through well-
planned viewer scheduling and transcoding selec-
tion [8].

PErsonALIzEd QoE In crowdcAst: 
mEAsurEmEnt And chALLEngEs

In the crowdcast era, the core of content con-
tributors has shifted from limited professionals 
to the massive crowd, enabling millions of ama-
teur broadcasters to share their streaming content 
over the Internet. We next conduct a real-world 
measurement to understand the situations of the 
current crowdcast services.

We collected a dataset of viewers’ watching 
logs from Inke.tv (a famous crowdcast platform 
in China), including 7.3 million records with view-
er ID, channel ID, network type, location, and 
session start time and end time. To further study 
the interaction situations of viewers, we also col-
lected a dataset from Twitch.tv, including view-
ers’ arrival and departure logs, chatting messages, 
channel content types, and so on. According to 
our measurement, we have made the following 
three observations. First, the distribution of inter-
action messages is highly skewed for different 
viewers. We fi nd that about 87 percent of view-
ers are silent viewers that never generate interac-
tion messages during their session periods; more 
than 5 percent of viewers, however, are keen to 
communicate with the broadcasters and others, 
generating more than 10 chat messages per ses-
sion. Second, a small portion of popular channels 
have attracted most viewers, revealing a long tail 
distribution. It is reported that only 2 percent of 
channels have more than 100 viewers on aver-
age. Third, different viewers have demonstrated 
quite heterogeneous watching durations for diff er-

ent channels. Based on our measurement, about 
40 percent of viewers only watch each channel 
for 1 minute on average and then switch to other 
channels.

These observations indicate that it is no longer 
enough to offer uniform QoE in today’s crowd-
cast services. On one hand, with limited computa-
tion and network resource, it is not practical and 
efficient to only provide uniform QoE in order 
to maximize viewers’ QoE requirements. On the 
other hand, different viewers demonstrate quite 
diverse behaviors and thus have personalized 
QoE preferences, which calls for personalized 
QoE provision. In fact, the focus of crowdcast 
platforms has changed from optimizing the uni-
form QoE to offering personalized QoE to the 
massive amount of viewers.

However, it is not easy to achieve this goal. 
On one side, viewers have personalized QoE pref-
erences in diff erent aspects, for example, stream-
ing latency, channel switching latency, as well as 
bit rate, and such preferences will even change 
dynamically with time, making the QoE profil-
ing process extremely challenging. On the other 
side, accommodating personalized QoE demands 
in the edge-assisted architecture requires well-
planned viewer scheduling and resource alloca-
tion for video transcoding and delivery. But the 
myriad video contents and various bit rate ver-
sions bring much burden and cost to the crowd-
cast platforms, making it difficult to achieve 
cost-eff ective service for personalized QoE. Exist-
ing model-based solutions cannot well address 
these two challenges effectively, which calls for 
a more integrated and intelligent framework for 
both accurate personalized QoE profiling and 
cost-eff ective viewer service.

IntEgrAtIng LEArnIng wIth EdgE comPutIng 
towArd PErsonALIzEd QoE: thE oPPortunItIEs

Recent breakthroughs in learning greatly facilitate 
the data processing and decision making capacity 
from intricate raw data, raising a technological 
revolution in many applications, such as video 
surveillance and transportation scheduling. The 
convergence of edge computing and deep learn-
ing brings more opportunities to empower more 
intelligent edge computing services, shedding 
light on personalized crowdcast services. The rich 
viewing behaviors and interaction patterns collect-
ed by the platform actually off er invaluable data 
resources that can be used for informed data-driv-
en management.

A typical system workflow of personalized 
crowdcast to handle viewer requests is illustrated 
in Fig. 2. Generally, there are two main compo-
nents in this system for personalized QoE pro-
vision, that is, personalized QoE profiling, and 
viewer assignment and transcoding selection. The 
first component is responsible for profiling each 
viewer’s personalized QoE preferences through 
extensive analytics of his/her watching experience 
and interaction patterns. Given that many deep 
learning models, such as CNN [9] and long short-
term memory (LSTM) [10], have been widely 
explored to mine data correlations and features 
with good effects, we try to use such advanced 
learning models for QoE preference prediction. 
The second component focuses on allocating the 

FIGURE 2. A typical system workfl ow of personalized crowdcast.
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proper edge servers and transcoded video con-
tent to viewers to accommodate their personal-
ized QoE demands with minimized system cost. 
We argue that DRL [11] reveals great potential in 
this area. It is able to automatically learn the allo-
cation strategies in this context based on the past 
experience without hand-crafted feature selection.

Edge computing also plays an important role 
in this system. On one side, the geo-distribut-
ed edge servers deployed with heterogeneous 
configurations enable local viewer serving and 
video transcoding at the network edge. Such 
architecture can serve viewers with much lower 
streaming latency and channel switching laten-
cy as well as higher bandwidth provision com-
pared to cloud-based architecture. On the other 
side, edge computing has provided specifically 
designed hardware foundations and platforms 
to better support deep learning running at the 
edge, which enables instant data processing at 
the network edge rather than transmitting all the 
data to remote cloud servers with large delay for 
decision.

The detailed working process of such a person-
alized crowdcast system is described as follows. 
When a viewer arrives, the system first extracts 
the identification information and the request 
information. With the identification information, 
the QoE profiling module searches the related 
history viewing records and leverages a deep 
learning model to predict the viewer’s potential 
viewing behaviors, generating a personalized QoE 
preference. The viewer serving module takes as 
input the content request, personalized QoE pref-
erence, current system resource usage situation, 
and viewer serving situation to make a decision 
on viewer assignment and transcoding selec-
tion at edges. All system states will then update 
according to each viewer assignment decision. 
When a viewer leaves the crowdcast platform, the 
system will release the occupied resource, and 
system records will also update accordingly.

ELcAst for PErsonALIzEd QoE: A cAsE study
In this section, we present the design of ELCast, a 
case of edge learning toward personalized QoE 
provision in crowdcast services.

PErsonALIzEd QoE ProfILIng wIth LEArnIng
We first introduce the QoE profiling module. 
Viewers’ specific QoE preferences can be derived 
from their watching behaviors based on the fol-
lowing principles: viewers’ interaction situations 
can reflect their sensitivity to the streaming laten-
cy; viewers who often browse many channels 
during a visit care more about channel switch-
ing latency; viewers who stay for a long time in a 
channel will prefer a high bit rate. Thus, we select 
interaction frequency, watching duration, and 
watching channel numbers as three indicators for 
personalized QoE profiling.

A deep learning model is designed to predict 
these indicators for each viewer, as presented in 
Fig. 3. We denote a viewer request as (u, loc, h, 
v), where u is the viewer ID, loc indicates the loca-
tion, h is the channel ID, and v is the requested 
bit rate version. Then the input of our learning 
model can be represented as (Iu,h, Iu,all, Iall,h, Tu,h, 
Tu,all, Tall,h, Nu), where Iu,h, Iu,all, and Iall,h indicate 
the interaction frequency of viewer u in channel 

h, viewer u for all channels, and all viewers in 
channel h, respectively. Tu,h, Tu,all, and Tall,h denote 
the similar meanings for watching durations. Nu 
denotes the average watching channel numbers 
per visit for viewer u. Note that for Iu,h and Tu,h, 
the past k records are fed to 1D-CNN layers. We 
then concatenate all the processing results to mul-
tiple fully connected layers to predict the poten-
tial interaction frequency Iu, watching duration 
Du, and watching channel numbers Nu for this 
request of viewer u. All the metrics in our model 
are normalized to the same scale before feeding 
into the neural networks.

After the prediction, the personalized QoE 
preferences are derived for each request as fol-
lows. –I, —D, and —N are the median value of inter-
action frequency, watching durations, and the 
watching channel numbers for all viewers, respec-
tively. The QoE preference of viewer u for stream-
ing latency can then be defined as a1

u = log(1 + 
(Iu + 1)/–I + 1)), that for channel switching latency 
as a2

u = log(1 + Nu/—
N), and that for bitvrate as a3

u = 
log(1 + Du/—D). We adjust the three terms propor-
tionally to make their sum be 10, so as to guar-
antee a constant sum of weight for every viewer. 
At last, we use the QoE penalty to represent the 
opposite number of the QoE level for a viewer 
u as Pu = a1

u Lsu + a2
u Lwu + a3

u Bu, where Lsu,  
Lwu, and Bu are the actual streaming latency, 
channel switching latency, and bit rate mismatch, 
respectively.

dEEP rEInforcEmEnt LEArnIng for  
VIEwEr AssIgnmEnt And trAnscodIng sELEctIon

We next present the design of a DRL-based learn-
ing model for viewer assignment and transcod-
ing selection at edges [12], as shown in Fig. 4. 
An agent interacts with the system environment 
to make viewer assignment decisions. In each 
time step t, the agent observes a state st and can 
choose an action at to transit to the next state 
st+1 with a received reward rt. It will get accumu-
lated rewards after every action until done. Our 
objective is to find the optimal policy that leads to 
the maximum accumulated reward. Note that we 
divide the time into small slots so that in each slot, 
DeepCast only processes one viewer request.

ELCast uses a state-of-the-art asynchronous 
advantage actor-critic (A3C) [11] model for learn-

FIGURE 3. The deep learning model for personalized QoE prediction.
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ing. It includes a policy (the actor network) and an 
estimate of the value function (the critic network). 
The actor network and the critic network share 
the previous part of network parameters except 
for the last several output layers. The model 
updates both the policy and the value function 
based on the returns of every tmax actions or until 
done.

Consider a practical online scenario where 
the viewers come and leave dynamically. The 
input state includes the system bandwidth usage, 
computation resource usage, the current viewer 
assignment situation, the current content request, 
and the profiled personalized QoE preference 
from the previous module. Based on the policy, 
the agent will select an action to decide wheth-
er to serve the viewer by an edge or the remote 
content delivery network (CDN). Once a viewer 
is assigned to an edge, the edge selects the bit 
rate version that leads to the maximum reward to 
serve the viewer, for example, transcoding from 
a higher local version or requesting it from the 
CDN. Note that the learning state will release 
the occupied resource if viewers leave the sys-
tem. Thus, viewer departure will not affect the 
allocation process. Since the computation and 
bandwidth resources at each edge are limited, if 
the edge server’s resources are not enough, the 
request will be redirected to the CDN for help.

We craft the reward to achieve the minimum 
overall penalty. Specifically, when we assign 
a viewer request to an edge (or the CDN), the 
viewer will obtain a personalized QoE and cause 
an extra cost for the system. The reward rt can 
be defined as the opposite number of the overall 
penalty for the coming viewer u as ru,t = –aQu,t 
– b(CT

u,t + CB
u,t), where CT

u,t, CB
u,t are the penalty 

value for transcoding cost and bandwidth cost for 
assigning viewer u, and a, b are weighted param-
eters to adjust the ratio between QoE and cost.

The training process follows the well-known 
policy gradient algorithm. The key idea is to esti-
mate the parameter gradient direction toward the 
maximized total reward. In each step, we com-
pute the gradient of the accumulated discount-
ed reward regarding the parameters of the actor 
network and update them accordingly. To avoid 
the convergence to a suboptimal policy, we also 
add an entropy regularization term to the actor’s 
update rule, which helps to encourage more 

exploration. The critic network can be trained 
following a temporal difference method. Once 
the model is well trained, we can select the view-
er assignment action based on the output of the 
actor network.

EVALuAtIon
The performance of ELCast has been evaluated 
with trace-driven experiments on both the person-
alized QoE preference profiling and the viewer 
assignment. We collect multiple datasets for syn-
thetic experiments, including the viewing session 
ID, viewer ID, and start time and end time from 
an Inke.tv dataset for 11 days with about 7.3 mil-
lion records every day, the edge location from 
an iQiYi dataset with 2.8 million location records, 
the interaction situation of 300 popular channels 
from a Twitch.tv dataset with two-month records, 
and the network bandwidth situation from an FCC 
dataset. We select a rectangular area in Beijing 
from our location dataset as the target region (35 
km  21 km). For each viewing record, the band-
width situation is randomly selected from the FCC 
dataset. In our training, we use the previous 80 
percent data for training and the remaining 20 
percent data for testing.

We first compare the personalized QoE pref-
erence model with four well-known baseline pre-
diction methods, decision tree, random forest, 
support vector machine (SVM), and naive Bayes, 
all with the same input. Both root mean square 
error (RMSE) and mean absolute error (MAE) are 
used as indicators to evaluate their performance. 
Figures 5a to 5c show the prediction errors of 
interaction frequency (#/h), watching durations 
(h), and channel switching numbers (#), respec-
tively. We can find that ELCast has the lowest 
prediction errors for both RMSE and MAE across 
all three metrics. Specifically, our deep learning 
model only has MAE of 1.16, 0,24, and 0.38 for 
the three metrics, which obtains 30, 32.5, and 
49.2 percent lower MAE than the best baseline 
method (random forest), respectively.

We next examine the performance of the view-
er assignment module. From our measurement, 
we have 6 kinds of streaming versions, for exam-
ple, 1440p, 1080p, 720p, 480p, 360p, and 240p, 
with bit rate (megabits per second) of 4.3, 2.85, 
1.85, 1.2, 0.75, and 0.3, respectively. To transcode 
from a higher version to the last 5 versions, the 
transcoding resource consumption (vCPU) is 3.3, 
1.42, 0.82, 0.51, and 0.41, and the consumed 
time (second) is 0.27, 0.19, 0.16, 0.13, and 0.11, 
respectively. The streaming latency (second) is 
from 0.1 to 0.7 between end and CDN, from 0.02 
to 0.1 between end and edge (or between edge 
and CDN). We consider three kinds of edge set-
tings with different bandwidth and computation 
resources, for example, fat-edge (800 Mb/s and 
64 vCPU), mid-edge (400 Mb/s and 36 vCPU), 
and thin-edge (200 Mb/s and 16 vCPU). The 
default QoE ratio setting is a = b = 0.5.

We compare our DRL-based assignment model 
with three other models, including cloud-cdn that 
only uses cloud-based architecture, online-heu that 
follows a state-of-the-art online heuristic assign-
ment approach [13], and cost-only that uses the 
same learning model but only considers the cost 
in the assignment. Figure 5d shows the CDF plot 
of the overall penalty by different approaches with 

FIGURE 4. The deep reinforcement learning model that uses an actor-critic archi-
tecture for viewer assignment.
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the mid-edge settings. We can see that ELCast out-
performs all other approaches, with the penalty of 
more than 60 percent viewing requests less than 
one. Cloud-cdn has the worst performance since it 
cannot leverage the edge architectures to improve 
QoE provision. Figure 5e further presents the nor-
malized overall penalty under different edge set-
tings with cloud-cdn as the baseline. We can see 
that ELCast has the best performance, reducing by 
59.3, 47.9, and 32.6 percent the penalty of cloud-
cdn, and reducing by 45.1, 36.9, and 26.9 percent 
the penalty of online-heu for the three different 
edge settings, respectively.

Figure 5f considers the impact of different QoE 
ratios (a) on the assignment performance. Note 
that the sum of a and b is set as 1. Thus, a higher 
a means the crowdcast platform is more aggres-
sive, caring more about viewers’ QoE; a lower a 
means the crowdcast platform is more econom-
ical, with a high priority for saving cost. We can 
find that ELCast has the lowest normalized overall 
penalty of 0.532, 0.511, and 0.651 with different 
QoE ratios, which reduces by 34.8, 38.1, and 22.1 
percent the penalty compared to online-heu. All 
these experiments demonstrate that ELCast can 
achieve better performance compared to all these 
baseline approaches.

furthEr dIscussIon
We have demonstrated the case of ELCast to 
integrate the advance of deep learning and edge 
computing for personalized crowdcast. The exper-
iment results indicate that the deep-learning-based 
profiling is more capable of extracting the hid-
den features from viewers’ watching history and 
achieving accurate prediction. Furthermore, they 
also reveal that ELCast can achieve more intelli-
gent viewer assignment with better QoE provi-

sion while saving system cost, no matter whether 
provided with rich edge resources or rare edge 
resources. Such edge-learning-enabled personal-
ized crowdcast can further be enhanced from the 
following perspectives.

modEL uPdAtIng And onLInE trAInIng
A deep-learning-based model for crowdcast relies 
on historical records, especially recent records, 
for accurate personalized QoE preference profil-
ing and cost-effective viewer assignment. It thus 
requires periodic model updating to capture the 
possible viewing pattern changes. ELCast can 
well support model updating through an online 
training scheme. Note that the training time of 
the traditional methods is usually within tens of 
seconds while that of ELCast is about 4 minutes. 
However, this training overhead is negligible since 
we do not need frequent training. Re-training is 
required only when the system configurations 
(e.g., more edge servers are deployed to provide 
service) or the viewer access patterns are signifi-
cantly changed, which is not frequent. In practical 
deployment, the learning models can be distribut-
ed at each regional server. Once a viewer is allo-
cated, the target server will notify other servers to 
update their states accordingly.

scALAbILIty And muLtI-AgEnt drL
ELCast employs a centralized DRL agent for view-
er assignment and transcoding selection. How-
ever, when the number of edge nodes increases 
to a large scale, this centralized decision making 
method will no longer be efficient when faced 
with such massive choices. Fortunately, this frame-
work can accommodate this scalability issue by 
extending to a distributed multi-agent DRL frame-
work [14], where each edge node maintains a 

FIGURE 5. The evaluation performance for personalized QoE prediction and viewer assignment: a) prediction errors for interaction fre-
quency; b) prediction errors for watching durations; c) prediction errors for channel switching numbers; d) the CDF plot of overall 
penalty by different approaches; e) the normalized overall penalty under different edge settings; f) the normalized overall penalty 
with different QoE ratios.
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DRL agent responsible for the local decision. 
These agents work collaboratively to well adapt to 
the distributed dynamics of viewer access patterns 
and achieve collective intelligence for scalable 
viewer assignments.

PrIVAcy And fEdErAtEd LEArnIng
In personalized crowdcast, the personalized QoE 
prediction and the viewer assignment are expect-
ed to achieve better performance with more suf-
ficient data of user behaviors, not only from the 
current platform, but also from other platforms or 
even other application sources. However, given 
the privacy and security issue, it is quite difficult 
to share the user data among different sources. 
The emerging federated learning [15] in recent 
years provides a promising solution. With feder-
ated learning, each data source maintains its own 
original data and only sends the model updates 
to other parties to achieve collaborative training. 
Such a learning scheme can greatly facilitate the 
cooperation of different data sources without 
worrying about the privacy and security issues. 
Thus, with richer data, the personalized crowdcast 
framework is expected to achieve better personal-
ized QoE profiling and viewer serving.

concLusIon
In this article, we study the personalized crowdcast 
in the era of edge computing and deep learning. 
A review of existing approaches is presented. We 
then discuss the challenges and opportunities from 
uniform QoE to personalized QoE in crowdcast 
with a large-scale data-driven measurement. We 
present ELCast, a novel crowdcast framework, as a 
case study, which integrates the advances in both 
edge computing and deep learning to accom-
modate viewers’ personalized QoE demands in 
today’s crowdcast services. Trace-driven experi-
ments demonstrated the superiority of ELCast 
compared to state-of-the-art approaches. We at 
last provide some promising directions that can be 
explored to enhance the edge learning framework.
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