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Abstract 

There is an increasing trend in the Internet that a set of replicated providers are qualified for a service or 
resource request from a client. In this case, it is advantageous to select the best provider considering some 
distance measures, such as hop count or path latency. In this paper, we present a Group-based Distance 
Measurement Service (GDMS), which estimates and disseminates distance information of node-pairs in 
large-scale wide area networks. GDMS is fully distributed and does not rely on any centralized servers; thus 
is particularly suitable for the rapidly popularized peer-to-peer applications. The key concept in GDMS is 
Measurement Groups (MGroups). Nodes are self-organized into MGroups to form a hierarchical structure. 
A set of algorithms are proposed to handle network dynamics and optimize the group organization to reduce 
system costs as well as improve estimation accuracy. Moreover, a novel multicast-based algorithm is used 
for both intra- and inter-group performance measurements. Performance evaluation over different network 
topologies shows that GDMS is scalable and provides effective distance information to upper-layer 
applications at a relatively low cost.  
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I. INTRODUCTION 

In current networks,  given a service or resource request from a client, there are usually a set of qualified 

providers, for example, mirrors of a FTP server or a cluster of Web servers [5,29,31]. Thus, a key issue in 

this case is how to efficiently discover and deliver a required resource with a specific Quality-of-Service 

(QoS). This requires two basic services: 1) a resource discovery service to locate the candidate providers; 

and 2) a distance measurement service to measure the network performance between node-pairs, so that the 

best provider can be selected based on some distance measures, such as path latency. Even though the 

network distance may not be the dominating consideration in some scenarios, it is still useful to include the 

distance to each candidate provider as a factor in making a selection [5,29]. 

For large-scale wide area networks, distance measurement using individual probing for each access is 

clearly not an efficient method. Many existing studies suggest that several measurement servers can be 

deployed over the global Internet; these servers perform distance measurement on behalf of its local clients, 

and a client can obtain distance estimations by querying its measurement server. These system are based on 

the extensively-studied client/server model. However, it is known that the client/server model has some 

typical drawbacks, such as expensive (to deploy servers for specific purposes) and vulnerable (since there is 

a single point of failure) in large scale networks. 

Recently, a new communication model, peer-to-peer communication has emerged at the forefront of 

Internet computing [1,2]. The rapid and widespread deployment of peer-to-peer applications, such as 

Napster [3] and Gnutella [4], suggests that there are several advantages of this model over the traditional 

client/server model. The most important one is its decentralized or distributed nature. That is, resources 

such as multimedia files are stored in end users’  machines (hosts, or peers in this paper) rather than in a 

central server and, as opposed to the client/server model, resources are transferred directly between peers. 

Therefore, with this model, resources stored or replicated in the global Internet can be fully utilized. 

Moreover, the potential bandwidth or processing bottlenecks at the server’s end can be alleviated, and the 

hazard caused by the failure of a server is reduced.  

Several pure decentralized resource discovery services have been proposed for peer-to-peer applications, 

such as Chord [23] and CAN [24]. However, to our knowledge, there are few decentralized network 

distance measurement services that are specifically designed for peer-to-peer applications in a wide area 

network environment. 

In this paper, we propose a decentralized peer-to-peer distance measurement service for large-scale wide 

area networks, GDMS. This service does not rely on any centralized server, but uses a self-organizing 
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infrastructure. The key concept in GDMS is Measurement Groups (MGroups)2 . We distinguish the 

peer-pair performance information into intra- and inter-group measures to achieve a scalable and efficient 

solution. Peers are self-organized into MGroups and a group leader is dynamically elected which acts as a 

representative for inter-group distance measurement. We devise a set of distributed group forming 

algorithms to handle network dynamics, balance the workload of different peers, and minimize the overall 

measurement cost. Moreover, a novel multicast-based measurement algorithm is used for both intra- and 

inter-group measurements. The algorithm is highly scalable and incurs much lower overheads compared to 

traditional unicast-based measurement algorithms.  

We envision GDMS as an underlying measurement service that provides peer-pair distance performance 

information to upper-layer applications. The performance of GDMS has been evaluated under various 

network topologies. The results show that GDMS can indeed provide useful distance information for 

QoS-aware peer-to-peer applications at a reasonable cost.  

The rest of the paper is organized as follows. In Section II, we present some related work and discuss our 

design objectives. Section III describes the system model of GDMS and makes some basic assumptions. 

Section IV presents the group forming algorithm for GDMS and its optimizations. An efficient and scalable 

multicast-based algorithm for both intra- and inter-group measurements is described in Section V. The cost 

and scalability of GDMS is analyzed in Section VI, and its performance is evaluated in Section VII through 

simulations. Finally, Section VIII concludes the paper.  

II. RELATED WORK AND OUR DESIGN OBJECTIVES 

There has been extensively work on distance measurement for wide area networks, specifically, the 

Internet. There is also much work on neighbor discovery or locating the best service provider given some 

QoS measures [5,27,29,31,32]. The proposals generally assume there is an underlying distance 

measurement service or can best be supported by such a service. To date, many of the distance 

measurement services are designed for the client/server based applications. An example is the anycasting 

service [5], in which a set of anycast resolvers measure the response times of replicated servers on behalf of 

clients, and direct a client’s request to the “best” server. Other proposals like SONAR [6], HOPS [7], and 

IDMaps [13],  though do not target applications with specific communication models, adopt the 

client/server model for measurement; that is, a set of servers are assumed to be placed over the global 

Internet; they perform measurements on behalf of clients, and the clients query these servers to obtain the 

distance information. A key design issue for such systems is where the measurement servers should be 

placed. This placement problem have been studied in [10,13,17] with the objective of minimizing average 

                                                      
2 In the rest of this paper, unless explicitly specified, a group means an MGroup . 
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measurement errors, and a set of heuristic algorithms are proposed for placement with a given number of 

servers and a specified network topology.  

The design objective of GDMS is to provide a measurement service based on the peer-to-peer 

communication model yet retains high measurement accuracy. In the following, we first discuss some basic 

design considerations in GDMS. 

l Network Performance Metrics of Interest.  GDMS is designed as an underlying measurement service 

to provide peer-pair performance information to upper-layer applications. To this end, the information 

provided by GDMS should be generic enough, for example, the “ raw” measures between peer-pairs: 

hop-count, path delay, and bandwidth. In this paper, we present the use of GDMS with a set of additive 

distance metrics, because these metrics are relatively easy to measure and, fortunately, typical distance 

metrics, such path delay, are very useful for QoS-aware applications [10,13]. However, GDMS does not 

restrict itself to any specific performance metric; its architecture can accommodate other metrics.  

l Scalability and Efficiency. Peer-to-peer systems have become quite popular in the last two years. In 

July, 2001, Gnutella had about 40,000 simultaneous users, and many more potential users grow with time 

[4]. Thus, any measurement service for such systems should solve the scalability problem. Efficiency is 

also an important consideration because the overhead of measurement in a large system could be very high 

without a proper design. For example, a simple method to obtain peer-pair performance information is for 

the initiating host to measure it itself, using tools such as ping or traceroute. While these tools are easy to 

use, their utility is generally limited by their overhead. For instance, the latency of running a single 

traceroute can exceed the latency of a discovery query itself. More important, a large number of hosts 

making independent and frequent measurements could have a severe impact on the Internet.  

Ideally, measurements made by one host should be shared, with low overheads, by other hosts. This is 

essential for peer-to-peer applications because any peer-pair in the network may have conversations at any 

time. Previous work on network performance measurements has shown that a hierarchical infrastructure is 

a highly scalable and efficient solution for large networks regarding information sharing [13]. Therefore, 

GDMS adopts a two-level hierarchy based on the concept of MGroup.  

l Decentralization and Adaptivity. As mentioned before, a peer-to-peer system generally prefers 

distributed control where there is no centralized server. In addition, a peer-to-peer system is usually 

dynamic where distances vary over time and nodes (peers 3) could join or leave the system or move to other 

locations at will. Therefore, the measurement service should be adaptive to handle such dynamics. To this 

end, in GDMS, nodes are self-organized into measurement groups, and the organization of the groups is 

                                                      
3 In the rest of this paper, we use node and peer interchangeably. 
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dynamically adjusted over time. A similar architecture is shown in [32], where a term bin is used instead of 

group. Their work is mainly on constructing an overlay that is aware of the underlying network latency. The 

objective of GDM, however, is on designing the low-cost distance measurement methods and providing 

‘raw’  distance information for diverse upper-layer applications. 

Note that the self-organizing group infrastructure introduces errors caused by approximation, such as the 

use of distances between group leaders to estimate peer-pair distances. These errors are sensitive to the 

organization of the groups. Thus, an important objective of this paper is to optimize the group forming 

procedure and, to find a trade-off between the efficiency and accuracy of measurements in a dynamic 

environment. 

III. SYSTEM MODEL AND ASSUMPTIONS 

We consider a peer-to-peer communication system which consists of a set of nodes (peers) belonging to 

a wide area network. There is no centralized server in the system. A node can communicate to any other 

node at will. In addition, a node can join and leave the system or move to another location of the network 

with the support of Mobile IP [26] at any time.  

To facilitate further discussions, we define the following notations:  

l N : The number of nodes (peers) in the system;  

l k :  The number of groups formed in GDMS;  

l iG : The i th group. The group ID of iG is i.  

l || iG : The size (number of nodes) of  group iG ;  

l iL :  The leader of group iG ;  

l ),( yx  :  The exact distance between nodes x  and y . 

Two nodes, x and y, are said to be nearby if Tyx <),( , where T  is a threshold. We define a MGroup as 

a set of nearby nodes in which a specific node will be elected as the group leader. In GDMS, the network 

nodes will be self-organized into MGroups using a group forming algorithm. 

As mentioned before, the performance metric of interest here is an additive distance. In [13] and [17], a 

series of experiments were conducted on the global Internet to study the properties of such distances. The 

results show that, in most cases, they satisfy the triangle inequality; that is, for three nodes zyx ,,  in the 

network, inequality ),(),(),( yzzxyx +≤  holds. This is because the Internet routing protocols try to find 

the shortest paths, and the routes used by two nearly hosts usually do not drastically differ from each other. 

Though this property does not necessarily hold over all parts of the Internet, it is feasible to use 

triangulation to estimate distances, as shown in [13]. From the triangle inequality, we can further derive that  
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|),(),(|),(|),(),(| yzzxyxyzzx +≤≤− .                                                (1) 

Assume nodes x and z are in different groups, and y is the leader of x’s group. From inequality (1), we 

have |),(),(|),(|),(),(| zyyxzxzyyx +≤≤− . As a result, if T  is very small, we have ),(),( zyzx ≈ , and 

we can thus use ),( zy  to estimate ),( zx . Hence, distance measurements can be divided into two parts:  

l   Intra-group Measurement. The full-mesh distance information of all peer-pairs in a group. It is 

measured by the nodes in the same group.  

l Inter-group Measurement. The full-mesh distance information between the group leaders in the 

system. It is measured by the group leaders, and a leader will disseminate this information to all the 

members in its group. When a non-leader node needs to measure the distance to another node in a different 

group, it can use the distance between the two group leaders as an approximation according to the property 

of nearby nodes.  

We assume that the network supports IP multicast [25]. Multicast messages will be used for group 

formation. Furthermore, an efficient multicast-based method will be used for both intra- and inter-group 

measurements to obtain the full-mesh peer-pair performance information. Nevertheless, multicast is not an 

indispensable requirement for GDMS, but it will greatly improve the performance of GDMS compared to 

unicast-based measurement, as we will show in Section V.  

This self-organizing hierarchical structure has several advantages. First, it is very efficient for multiple 

nodes to share measurement information. Second, note that both a group and its leader are dynamically 

formed or elected, this makes the architecture very suitable for a peer-to-peer system with dynamically 

joining and leaving nodes, or mobile nodes. Finally, by using a hierarchical organization and an efficient 

multicast-based measurement algorithm, it provides a scalable solution and incurs low overheads for 

measurement. In this paper, we focus on a 2-level hierarchy; however, by using more levels, this system can 

scale to much larger networks. 

IV. FORMATION AND OPTIMIZATION OF GROUPS 

At the bootstrapping stage of GDMS, a group forming algorithm is used to form MGroups. When a node 

joins or leaves the system, or moves to another location, the algorithm is also executed to adjust the group 

organization. In this section, we first present a basic group forming algorithm, and then devise a set of 

heuristics to reduce its estimation errors as well as to improve its efficiency.  
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A. The Basic Group forming Algorithm 

Note that the fundamental error in GDMS is the use of group-based estimations, i.e., using the distance 

between the group leaders to approximate the distance between two non-leader nodes. Therefore, the 

primary optimization objective of group formation is to minimize the expected estimation error for all 

peer-pairs belonging to different groups, or so-called k-Average Error given k groups are formed [10,13], as 

follows (Problem P1):  

(P1)  Minimize  ∑ ∑
<
∈

∈
∈

−

ji
kji

Gy
Gx

ji

j
i yx

LLyx
N ]..1[, ),(

|),(),(|
'

1 , where  ∑
<

∈

=
ji
kji

ji GGN
]..1[,

||||' .                        (2) 

To achieve this objective, a node should join the group whose leader is nearest to it. In GDMS, a 

multicast group with a known IP address of M is used for exchanging control messages for group formation. 

When node x  joins the system or moves to a new location, the following basic forming algorithm is 

executed to decide whether to create a new MGroup or to let x  join an existing group.  

1. Node x joins the multicast group M, and sends a request with a 
specified Time-to-Live (TTL) value to find its nearby group leaders.  
2. If a leader receives the request, it will reply by providing its 
group ID.  
3. If node x receives a reply within a latency of TNearby, it will join 
the corresponding MGroup. Here TNearby is a specified threshold.  
4. Otherwise, x should create a new MGroup and act as the leader.  

When a leader leaves the system or is failed (this can be detected if it does not distribute messages to its 

group members for a long time), all non-leader nodes in that group should also perform the above algorithm 

to join other groups or, possibly, to create new groups and act as the leaders. Note that, too many nodes 

simultaneously execute the forming algorithm may cause message implosion in such a multicast 

environment [14]. To avoid this hazard, a node should set an exponentially distributed delay timer if it 

wants to join the system, and execute the above algorithm after the timer expires [14].  

B. Heuristics for Group Optimization 

The basic group forming algorithm is simple for implementation. However, it has several limitations. 

Specifically, the leader of a group is fixed unless this leader leaves the system. Similarly, a node is fixed to 

the group it first joins unless the leader of that group leaves the system. Since the system is dynamic in that 

distances vary over time and nodes join, leave or move, the original selections may not be optimal which 

may cause significant estimation errors in the inter-group measurements. 
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To achieve better performance, it is necessary to reform groups during their life time. Note that the 

optimal solution to problem P1 requires the global and precise distance information between any two nodes. 

However, this information is not available to individual nodes in the distributed GDMS system. 

Specifically, if a node x is in group iG , it only knows ),( ji LL , i≠j, by inter-group measurements, and 

),( iLx  by intra-group measurements. Furthermore, to our knowledge, there is still no polynomial-time 

solution to problem P1 even if the global and precise information is available. Therefore, in the rest of this 

section, we propose a set of heuristics to find a near-optimal formation with local, imprecise and dynamic 

distance information.  

C. Group Re-selection (GR) 

With the GR algorithm, if node x  finds its current group iG  is not suitable any more, it should select a 

better group and join it. Let 'L  denote the leader of the group to be selected, the selection criterion should 

be  

]},...,1[),,(),(:),{(minarg' kjLxLxLxL ijj
L j

∈<= ,                                                      (3) 

which basically returns the nearest leader to node x. Note that node x can not directly use this criterion to 

find a better group because (x, Lj), j≠i, is not available to it. However, according to the triangle inequality, 

we have )',(|)',(),(| LxLLLx ii ≤− . Therefore, L’  given by Equation (3) should satisfy 

| ( , ) ( , ') | ( , ) ( , )i i j ix L L L x L x L− ≤ < , and hence 

),(2)',( ii LxLL < .                                                             (4) 

This gives a loose criterion for the selection of the best group and is based on a node’s local information. 

If node x  finds some leaders in other groups satisfy the above criterion, it can initiate probes to these 

candidates to find the best one. 

D. Leader Re-Election (LR) 

With the LR algorithm, the nodes in a group will periodically re-elect a better leader among them. 

Similar to that in group re-selection, the criterion for leader election should be based on a node’s local 

information. We have studied various criteria for leader re-election. Through both experiments and analysis, 

we find that the following criterion exhibits superior performance in most cases,  









∈= ∑
∈

i
Gyx

i GxyxL
i

:),(medianarg .                                                           (5) 
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The rationale of using this median-based criterion can be found in Appendix A. Note that this criterion 

only relies on intra-session distances which are available to all the nodes in a group. A node can thus 

determine the new leader locally, yet resulting in the same selection as others. However, in an unreliable 

network where messages could be dropped, we recommend the following process.  

1. The current leader Li find a leader candidate Li’ by (5);  
2. If Li= Li’, goto 1. Otherwise, Li should contact Li’ to see whether 

it is willing to be the new leader. If Li’ agrees, goto 3; 
otherwise, goto 1; 

3. Li’ acts as the new leader and announces this handover to all 
other leaders and all other nodes in Gi. Goto 1.  

E. Group Number Regulation 

The basic algorithm does not consider the number of groups in the system. However, it is an important 

control parameter relating to the cost and accuracy of measurements. We will formally study the choice of 

the number of groups in Section VI. Practically, to limit the group number to a given threshold k , we 

assume that when the group number reaches k , a flag in each inter-group measurement message is set to 1. 

When a new node tries to join the system, it should first join multicast group M and listen to at least one 

inter-group measurement message. If the flag is 0, it can use the basic (or with GR and LR) algorithm. 

Otherwise, it will use an expanded ring search to find a nearest leader and join that leader’s group.  

V. INTRA- AND INTER-GROUP MEASUREMENTS AND SHARING 

 In this section, we first propose a novel multicast-based measurement algorithm for both intra- and 

inter-group measurements. We then discuss the dissemination and utilization of the measurement 

information.  

A. Multicast-based Measurement Algorithm 

The fundamental requirement of intra- and inter-group measurements is to measure the distance between 

any two nodes (a peer-pair). To this end, a simple way is to let each node measure its distances to all other 

nodes by unicast-based probing. This method, though straightforward and simple, has two shortcomings. 

First, for a node in group G, it should send probing packets to all other nodes, i.e., send |)(| GO  packets. 

Second, a node can obtain only the distances between itself and other nodes while not the full-mesh distance 

information of all the peer-pairs.  

To solve these problems, we devise a novel multicast-based measurement algorithm. This algorithm has 

two phases. In the first phase, the group leader initiates a probe by multicasting a packet to all group 

members. Each node that receives this probe will give a reply which is also multicasted. Thus, the reply is 
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received not only by the leader but also by all other nodes in the group. From these replies, each node 

obtains a set of local (or partial) measurements. In the second phase, each node multicasts its local 

measurements to the whole group. By manipulating the local information from all other nodes, each node 

can calculate the full-mesh distances.  

For illustration, we use the measurement of the Round-Trip Time (RTT) as an example. We assume that 

there is a group G  consisting of 4 nodes, dcba ,,, , and a is the leader. First, node a initiates a multicast 

probe, and all other nodes reply to this probe using multicast as well. Figure 1 shows the routes of the 

packets sent and received by each node in this phase. The routes of the packets received by each node are 

also listed in Table 1.  

a

b

c

d

a's probe b's reply c's reply d's reply  
Figure 1: Routes of the packets sent and received by each node in the first phase. Note that all packets 

are transmitted by multicast. 

Node a Node b Node c Node d 
 a-b a-c a-d 

a-b-a  a-b-c a-b-d 
a-c-a a-c-b  a-c-d 
a-d-a a-d-b a-d-c  

Table 1: Routes of the packets received by each node in the first phase. 

 In the table, a-x means the probe from leader a to node x, and  a-x-y means node x’s reply to a has been 

received by node y. Define (x↔ y) as the round-trip time between x and y, and (x→ y) as the one-way trip 

time from x to y. After the first phase, the following local (or partial) measurements are available at the four 

nodes.  
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Node a: 

a.1:  (a→ b)+(b→ a)=(a↔ b) 

a.2:  (a→ c)+(c→ a)=(a↔ c) 

a.3:  (a→ d)+(d→ a)=(a↔ d) 

Node c: 

c.1:  (a→ b)+(b→ c)-(a→ c) 

c.2:  (a→ d)+(d→ c)-(a→ c) 

In the second phase, each node sends the above local information to all other nodes using multicast. After 

that, each node can locally calculate the full-mesh RTT information. For example, we have  

              
)()()(

)]()()[()]()()[(
1.1.

cbcbbc
cacbbababcca

cb

↔=→+→=
→−→+→+→−→+→=

+
                   (6) 

Similarly, we have b.2+ d.1=(b↔ d) and c.2+ d.2=(c↔ d).  

Here we assume that each node replies to the probe immediately. However, in large groups, this method 

may cause the well-known feedback implosion problem [14]. To avoid implosion, an exponentially 

distributed delay timer [14] should be set for each reply, and the delay should be included in the reply for 

final adjustment.  

It can be seen that, in our algorithm, each non-leader node sends two replies and receives 2|G| replies. 

This is much lower than the cost of using unicast-based probing. More important, the full mesh distance 

information is available in each node after these two phases.  

B. Dissemination and Utilization of Measurement Information 

In GDMS, the above multicast-based algorithm is also used for inter-group measurement, where L1 

serves as a leader for all the group leaders. A group leader will also disseminate the inter-group 

measurement results, i.e., the full-mesh distances between leaders, to all other nodes in its group.  

When a node intends to access a resource, it first calls a QoS-aware resource discovery service. The 

discovery service locates all the qualified nodes (providers) that have the resource of interest, and then uses 

GDMS to decide which one should be selected as the provider. The selection is based on their distances to 

the requesting node. If there exist candidates that are in the same MGroup of the requesting node, the one 

with the smallest intra-group distance will be selected. Otherwise, the one with the smallest inter-group 

distance will be selected. Finally, this selection will be returned to the requesting node, and it will then 

initiate an access request to the selected provider for peer-to-peer delivery.  

Node b: 

b.1:  (a→ c)+(c→ b)-(a→ b) 

b.2:   (a→ d)+(d→ b)-(a→ b) 

 

Node d: 

d.1:  (a→ b)+(b→ d)-(a→ d) 

d.2:  (a→ c)+(c→ d)-(a→ d) 
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VI. ANALYSIS OF COST AND SCALABILITY 

In GDMS, there is a tradeoff between the measurement cost and accuracy. In general, GDMS achieves 

high precision when there are enough number of groups. Specifically, if there are N groups in the system, 

i.e., each group has only one member (the leader), the accuracy is 100% if the error of probing is not taken 

into account. Another extreme is the use of only one group. In both cases, GDMS is reduced to a 

non-hierarchical system whose cost could be very high.  

In this section, we formally analyze the cost and accuracy of GDMS, and try to find a balance between 

them. Since GDMS is an overlay service implemented in the application level, we mainly focus on the cost 

or workload of end systems, which is defined as the average number of packets transmitted and received per 

node per measure. Note that, given a group G, the cost of obtaining the full-mesh distance information using 

our multicast-based measurement algorithm is O(|G|). Therefore, in GDMS, for a non-leader node in group 

|Gi|, its cost NonLeader
iC  is O(|Gi|). For leader Li, its cost Leader

iC  is O(|Gi|+k), where k is the number of 

groups in the system. The average cost for a node, GDMSC , is thus given by  

1 , 1

1 { (| |) (| | )}
i i

k kGDMS
i ii x G x L i

C O G O G k
N = ∈ ≠ =

= + +∑ ∑ ∑  

})(|)(|{1
11 ∑∑ ∑ == ∈

+=
k

i

k

i Gx i kOGO
N i

)(1)|(|1 2
1

2 kO
N

GO
N

k

i i += ∑ =
                         (7) 

Note that NGk
i i =∑ =1 || . Therefore, for a given k, the first item of GDMSC  is minimized when | Gi| = N/k, 

i = 1,2, ...,k. In this case, the costs of all non-leaders are identical, so are all leaders. Thus, the cost GDMSC  

can be represented as a function of N and k, as follows,  

2 2
1

1 { [( ) ] ( )}kGDMS
i

NC O O k
N k=

= +∑ )(
32

Nk
kNO +

=                                          (8) 

It can be shown that GDMSC   is minimized when 3/2
3 2
1 Nk = . In this case, the costs (workload) of a 

non-leader, NonLeaderC , and a leader, LeaderC , are )( 3/1NO  and )( 3/2NO , respectively. Hence, a leader’s 

workload is 3/1N  times of a non-leader’s. However, in the peer-to-peer communication model, it is 

desirable to distribute the workload more evenly. Therefore, we add another constraint as follows,  

λ=Leader

NonLeader

C
C ,  where λ  is a constant  >1.                                         (9) 
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It can be shown that Nk )1( −= λ . Specifically, when λ = 2, we have k=| Gi|= N ,i=1,2,..., N , 

and the average cost is O( N ). This suggests that GDMS achieves better scalability compared to a 

non-hierarchical measurement system. In Figure 2, we show the costs as functions of k for a 6000-node 

network. Practically, the choices of k can be made by considering the characteristics and requirements of 

specific network environments. 

 

Figure 2. Costs as functions of the number of groups (k). The cost of a non-leader is O(N / k), the cost 

of a leader is )( k
k
NO + , and the average cost is )(

32

Nk
kNO + . In this figure, N=6000, 

262
2

1 3/2

31 == Nk , and 772 == Nk .  

VII. PERFORMANCE EVALUATION 

 In this section, we evaluate the performance of GDMS through extensive simulations. Our main 

objective in the performance evaluation is to investigate whether GDMS provides effective measurement 

results to upper layer services. Note that the fundamental error of GDMS is the use of the MGroup-based 

approximation. Therefore, we first simulate different group forming algorithms on a variety of network 

topologies to investigate the estimation errors caused by grouping. We then investigate the correctness of 

using GDMS for QoS-aware discovery.  

A. Evaluation Methodology and Settings 

The topological structure of a network is typically modeled using a graph, with graph nodes representing 

routers and edges representing direct connections between routers. A host node (peer) is represented by a 

leaf connected to a single router node. We use three models to generate network topologies:  
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• Inet model [17] aims at generating graphs with power-law node degree frequency distribution of 

Internet topologies, as reported in [18]. 

• Waxman model [15] produces flat random graphs but includes network-specific characteristics 

such as using a distance-aware probability function to interconnect two nodes.  

• Transit-Stub (TS) model [16] focuses on reproducing the hierarchical structure of the Internet 

topology by composing interconnected transit and stub domains.  

We decide to use more than one topology generator because the actual topology of the Internet is still 

under research. The TS and Inet models reflect the hierarchical structure of the Internet from different 

aspects. Waxman model, though does not explicitly attempt to reflect the structure of the real Internet, is 

attractive for its simplicity and is commonly used to study networking problems. Detailed description of the 

topology generation procedures in our study can be found in Appendix B. In the following part, we will 

present the results of 9 networks, namely, networks of 3000-node, 6000-node and 12000-node from each 

model. 

We assume router and links are persistent components in a network and the path delay between a 

peer-pair varies from 20 ms to 200 ms, following a 10-state Markov Process [28]. A node dynamically joins 

and leaves the system. We represent the join/leave process of a host using an exponentially distributed 

ON/OFF model with average TON=300 seconds and TOFF= 300 seconds, respectively. The node alternates 

between OFF and ON periods such that it activates and participates in the system during an ON period, and 

is off-line during an OFF period. In addition, to emulate the scenario where mobile IP [26] is adopted, a 

small portion of nodes (1%) changes its location in each OFF period.  

We use shortest-path routing for unicast and shortest-path tree routing for multicast. Since these two 

methods are widely used in conventional unicast or multicast routing protocols, our conclusions are general 

while not restricted to specific routing protocols. 

B. Accuracy of Inter-Group Measurements 

In this set of experiments, we study the relative accuracy of the use of inter-group approximation in 

GDMS. The metric of accuracy is defined as follows:  
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We evaluate the accuracy with all the group forming algorithms, including the basic algorithm, and its 

extensions with Group Re-selection (GR), Leader Re-election (LR), and GR+LR. For a given group 
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number, k, we conduct 10 simulations on each topology. A simulation lasts 3000 seconds, and a node 

performs a measurement every 10 seconds. Note that our estimation method is based on the triangle 

relations, which, for one peer-pair estimation, involves only the initiated node and two group leaders. 

Therefore, the estimation errors will not accumulated, and we obtain the overall accuracy by averaging the 

accuracy of all the measurements.  

Figure 3 shows the results under different topology settings. We find that, in all the settings, the accuracy 

of inter-group measurements generally increases with the increase of group numbers. This is because the 

expected group size decreases when the number of groups increases, and the error caused by using group 

leaders as representatives is thus reduced as discussed in Section III.  

The use of different group forming algorithm also influences the measurement results. In all the settings, 

the accuracy of using the heuristic group forming algorithms (GR, LR, or GR+LR) is higher than that of the 

basic algorithm. Specifically, the basic algorithm often exhibits very poor performance with a small number 

of groups. On the contrary, the heuristic algorithms, especially GR+LR, still retain reasonable accuracy 

(70%) with a small number of groups.  

Note that Figure 3 shows the accuracy of inter-group measurements only. The much more accurate 

intra-group measurement results are not included. Therefore, the overall accuracy of GDMS is expected to 

be higher and, in our experiments, we find it is more than 90 % in most cases with the GR+LR algorithm. 

Thus, we adopt the GR+LR algorithm as the group forming algorithm in GDMS.  

From these results, we conclude that the group-based measurement architecture with our heuristic group 

forming algorithm provides reasonably accurate and stable measurements in practice.  
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    (d) 3000-node Waxman                                     (e) 6000-node Waxman                                   (f) 12000-node Waxman  
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 (g) 3000-node TS                                               (h) 6000-node TS                                              (i) 12000-node TS  

     Figure 3. Comparison of the accuracy of inter-group approximation with different algorithms.  

C. Effectiveness in QoS-aware Resource Discovery 

As we stated before, the ultimate objective of GDMS is to provide useful distance information to 

higher-level services, such as resource discovery. Therefore, in the second set of experiments, we study the 

effectiveness of GDMS for QoS-aware resource discovery.  

In our experiments, we generate 1000 different types of resources. Each type of resource has R replicated 

copies which are stored in R randomly selected nodes (providers). Therefore in the network each node, on 

average, has 1000R/N resources. We assume that each node initiates one query for resource discovery every 

30 seconds. The types of the queried resources are randomly generated, and no provider is in the same 

group as the querist.  

The GDMS service is used for resource provider selection. For comparison, we also implement a system 

which uses random selection. Here, the performance of interest is the percentage of correct selections. We 

consider a selection is correct as long as the distance between the querist and the selected provider is within 

γ  times of the distance between the querist and the nearest provider. In this study, we use 5.1=γ , by 

which a querying host will not experience a perceptible difference in the Internet environment [13].  
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Figure 4 shows the correctness of provider selection in resource discovery. We can see that GDMS 

exhibits reasonably good performance in the experiments. The correctness of the GDMS-based selection is 

over 80% in most cases, and outperforms the random selection in all the cases. The differences are about 

20%-60%. Moreover, the correctness of GDMS-based selection does not decrease drastically with the 

increase of the number of replications. On the contrary, the random selection exhibits very poor 

performance when more than 3 replications are placed. Specifically, in Figure 4(e), 3000-node TS topology, 

when they are 8 replications, the correctness of GDMS is still higher than 95%, where the correctness of the 

random selection drops to less than 40 %. Since the TS model reflects the hierarchical infrastructure of the 

Internet, we believe that GDMS is particularly suitable in such a scenario as it itself uses hierarchical 

organization.        
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Figure 4. Percentage of the correct answers in QoS-aware resource discovery for peer-to-peer applications. 

In GDMS-based selection, N groups are used for a network with N nodes.  

In Figure 5, we show the probability distributions of γ (
providernearest   the toDistance
provider  selected  the toDistance

= ). It can be 

seen that GDMS can locate the nearest provider with much higher probability than the random selection. In 

addition, by GDMS, γ is usually controlled in 2, that is, 2 times the best selection. However, by the random 

selection, γ  exhibits a heavy-tail distribution and sometimes exceeds 4, especially with the TS topology. 

Therefore, the hazard of selecting a ‘bad’  provider is greatly reduced by using GDMS.  
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Figure 5. Probability distributions of γ , with a sampling interval of 0.2. Here, N  groups are used for a 

network with N nodes.  

(c) 3000-node TS
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 The comparison results basically show that GDMS can provide useful distance information in 

QoS-aware resource discovery for peer-to-peer applications, where the random selection is not satisfactory. 

In summary, our main results in this evaluation can be concluded as follows:  

• Using our heuristic group forming algorithm (GR+LR), the estimation errors caused by grouping is 

well-controlled. In most settings (topologies, network sizes, etc.), GDMS offers satisfactory measurement 

results.  

• The GDMS-based provider selection works well in most settings, and offers noticeable 

improvement over random selection in QoS-aware resource discovery for peer-to-peer applications. It also 

greatly reduces the hazard of selecting providers of much longer distances than the best candidate.  

VIII.  CONCLUSIONS  

In this paper, we have proposed a decentralized network distance measurement service for large-scale 

wide area networks. This Group-based Distance Measurement Service (GDMS), provides a 2-level 

hierarchical measurement framework by using self-organized measurement groups. We have devised a set 

of distributed group forming algorithms to handle network dynamics, balance the workload of different 

peers, and minimize the overall measurement cost. Moreover, a novel multicast-based measurement 

algorithm has been used for both intra- and inter-group measurements. The algorithm is highly scalable and 

incurs much lower overheads compared to traditional unicast-based measurement algorithms. Through 

analysis and simulations, we showed that GDMS can indeed provide useful peer-pair distance information 

at a reasonable cost.  
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APPENDIX A: THE RATIONALE OF MEDIAN-BASED LEADER RE-ELECTION 

For leader re-election, a straightforward idea is to chose the node that has the minimal average distance to 

other nodes in the group, as follows, 
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:),(minarg                                                           (11) 

However, our experiments show that this min-based criterion does not give the optimal leader selection, 

and even gives the worst. On the contrary, the median-based leader election gives stable and near-optimal 

results. In this appendix, we give a brief explanation of this phenomenon. 

For simplicity, we use the average absolute error as the error measure. Moreover, we assume that only 

one group, G , will re-elect its leader, 'L , and we only consider the error of the distance measurement to the 

leader node r of another group. The measurement error with a chosen leader 'L  of group G can be 

expressed as follows, 
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For illustration, we consider a group G  which has four members a, b, c, d, and one reference node r  

which is outside of G . In Figure 6, we line up the nodes of G  according to their distances to r . From this 

figure, it can be easily proven that the measurement error is minimized by choosing the node with the 

median distance to r as the leader. 

r                                                     a                 b               c          d
 

Figure 6. The distances from the reference node r to the nodes in G. 

Practically, we cannot use a node outside of the group as a reference because the exact distance between 

r  and a non-leader node in G  is unknown. However, we can use a node inside G  as a reference to find a 

local optimum. Figure 7 shows the distances from a reference node to other nodes when dcba ,,,  are 

chosen as the reference, respectively. As mentioned before, the best leader for each line is the median node 

among the three non-reference nodes, that is, bdb ,, , and b , respectively. Hence, we can conclude that 

node b  is likely the best leader candidate. A heuristic to obtain this result is just the use of the 

median-based criterion for leader election. 
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a                                                                       c                b         d

b                                                     c                 d               a

c                                    d               b                 a

d                                    c                                  b                          a
 

Figure 7. The distances from a reference node to other nodes when dcba ,,,  act as the reference, respectively. 

In this example, if min-based criterion is used, node c  will be chosen as the leader. It is, however, a 

rather bad choice because most times, node c  is the nearest one to the reference, and hence results in great 

errors. 

Though our heuristic algorithm uses only local information, experimental results show that it is quite 

stable and works well for leader election. 

 

APPENDIX B: CONFIGURATIONS FOR TOPOLOGY GENERATION 

All three topology generation models work by first placing a given number of nodes, N , on a 

two-dimension plane and then generating connections (edges) between nodes. In this paper, we choose the 

plane size of 10000×10000 distance units. 

For the Inet model, we use the default settings of the generator to generate the networks [13].  

In the Waxman model, the probability of having an edge between nodes u  and v  is given by 
Lvude βα /),(−⋅ , where ),( vud  is the Euclidean distance between u  and v , L  is the maximum distance 

between any two nodes, and α  and β  are two control parameters. Similar to that in previous studies [17], 

we use 0.0015=α  and 6.0=β . We also compute a spanning tree in the resultant network and add 

necessary edges to ensure that the final network is a fully connected graph. 

The TS topologies are generated using the Georgia Tech Internetwork Topology generator GT-ITM [22]. 

The parameters for this model include:T , the number of transit domains; tN , the average number of nodes 

per transit domain; K , the average number of stub domains per transit node; sN , the average number of 

nodes per stub domain; tE , extra transit-stub links; and sE , extra stub-stub links. We list the settings for  

our study in Table 2. Note that with these settings, the numbers of nodes generated by GT-ITM  are actually 
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3010, 6000 and 12420, respectively. To obtain the specified number of nodes, we randomly choose some 

leaf nodes and remove them. 

 3000-node 6000-node 12000-node 
T  10 30 30 

tN  7 8 9 
K  6 8 9 

sN  7 3 5 
tE  0 30 40 
sE  0 100 200 

Table 2. Parameter settings for the TS topologies. 
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