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Abstract

The ubiquity of 802.11 WiFi and the miniaturization as a result of Moore’s law have recently enabled the success of IoT. From smart lightbulbs to smart toasters, many home appliances are now becoming both Internet-enabled and interconnected through WiFi. Soon, these futuristic smart homes will be able to run themselves, allowing the human operators to be fully in control of their homes — or will they? Despite the physical advancements made since the ‘90s, the same cannot be said of the vulnerabilities of these smart devices. We analyze a set of common smart home appliances — a lightbulb, power switch, motion sensor, security camera, and home assistant — putting their vulnerabilities to the test to see what a 21st century home intruder could discover.

Introduction

Moore’s law states that the number of transistors on a microchip doubles approximately every two years. Reinterpreted, it can also be stated that as the number of transistors on a chip are held constant, the area of the chip halves approximately every two years. Over the past two decades, this increase in circuit density has directly resulted in today’s level of embedded computing devices and the resulting Internet of Things (IoT). From smart lightbulbs to smart toasters, many home appliances are now compute-enabled, becoming both interconnected and Internet-aware through the usage of WiFi. The long sought-after dream of complete home automation is no longer just a work of science fiction, but is slowly becoming a reality as 30 billion IoT devices are expected to be online by 2020 [1]. The idea is that these sensor laden “things” are able to detect and send information about their physical surroundings to other nearby devices, allowing them to optimally adjust for a given situation. The motivating scenario is that one day, as you come home from work, your smart home will turn on the lights, prepare the kitchen, and open the garage door as you enter — taking home amenities and luxury to the next level. Similarly, while you are away, the smart house provides protection in the form of wireless security cameras and motion sensors that alert you as potential intruders are detected, or as a reminder that the mailman has left a package on the porch — putting their vulnerabilities to the test to see what a 21st century home intruder could discover.

Methodology

We assume an active network threat model where an adversary is capable of both network sniffing and injection, but not capable of physical access to any device. Conversely, we model the target to try to best match what could be considered as a typical home setup: an 802.11 network using pre-shared keys with a number of IoT devices connected. We also assume that they are able to obtain and analyze similar devices beforehand, either through their own IoT device laboratory or through medium access control (MAC) address identification.

Since our attacker is not assumed to have the capabilities to decrypt the 802.11 frames, any form of network data injection is limited to control frames or random-content data frames. Furthermore, we are more focused on a side-channel attack using the data leaked out in WiFi frames rather than a network attack based on the typical data path of these devices (Fig. 1). As a result, the
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adversary’s network injection attacks will be limited to a deauthentication attack, either to disable Internet connectivity of the IoT device or to coerce it into connecting to an attacker-controlled spoofed WiFi access point (AP).

A deauthentication attack can be carried out, in general, without knowledge of the encryption keys. This is due to the disassociation and deauthentication management frames being sent primarily in cleartext until a recent amendment to 802.11 included protected management frames [8]. However, for reasons of backward compatibility, these control frames can still be sent over plaintext if the client does not support the updated specifications. Additionally, we have observed that many devices on 802.11n which have been manufactured after the ratification of [8] still do not support these protected management frames.

Unfortunately, for the purposes of analysis, having only encrypted WiFi frames is not particularly helpful as only metadata can be extracted and only loose correlations observed. Since we have assumed that our adversary is able to conduct device and traffic analysis in their own device lab, we have collected both the encrypted and unencrypted traffic to better correlate the observed data against the device’s operation and conjecture causality. Additionally, we want to stress that none of the outlined attacker methods uses the unencrypted data.

**Network Traffic Analysis**

Using a Raspberry Pi and two antennas (Alfa AWUS036NH, Asus USB-N13), we deployed a WiFi AP on the Asus, dumping the traffic using tcpdump, and sniffed the raw WiFi traffic using the Alfa. The aforementioned smart devices were connected to this AP, and unless specified otherwise, were turned on throughout the experiments below. Each device was then set up to connect to a Samsung Galaxy S5 smartphone, and the central hub if the device supported it. We also ran an nmap scan against all the devices to identify open ports and services (Table 1). With this data, we demonstrate a technique of fingerprinting each device based on its unique properties and operational domain that can be used for other similar devices and is not strictly limited to this representative testbed. Figure 2 depicts our IoT device lab setup, with each of the analyzed devices. In the future, we would like to explore the possibilities of leveraging machine learning to automate this process.

<table>
<thead>
<tr>
<th>Device</th>
<th>OS</th>
<th>Ports</th>
<th>Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central hub</td>
<td>Linux 2.6.32 – 3.10</td>
<td>8008</td>
<td>HTTP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8009</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10001</td>
<td></td>
</tr>
<tr>
<td>Lightbulb</td>
<td>Linux 2.4.X2.6.X</td>
<td>9999</td>
<td>HTTP</td>
</tr>
<tr>
<td>Motion sensor</td>
<td>Linux 2.6</td>
<td>80</td>
<td>HTTP</td>
</tr>
<tr>
<td>Power switch</td>
<td>Unknown Linux</td>
<td>6668</td>
<td>MQTT?</td>
</tr>
<tr>
<td>Security cam</td>
<td>Linux 2.6.32 – 3.10</td>
<td>80</td>
<td>HTTP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>954</td>
<td>RTSP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1935</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8080</td>
<td>gSOAP 2.8</td>
</tr>
</tbody>
</table>

**TABLE 1** Nmap scan results.
One of the most surprising results was that the motion sensor could not be fingerprinted at all. It had no idle network traffic aside from ARP requests and TCP keep-alives, and only sent data once the motion sensor was triggered. Ironically, in a data-laden world, it is this lack of data that may give it away. The disabling of the central hub has a minimal impact on the usability of the smart home, because the IoT devices could alternatively be accessed via a smartphone.

**Lightbulb**

The lightbulb was the easiest to fingerprint and identify as it had an application layer heartbeat to a hub server. Every 54 s, the lightbulb sends a 117-byte frame and receives an 111-byte response (+/- 1 byte). This can be observed over WiFi as two data frames of size 183 and 177 respectively. This hub server is responsible for relaying the control server location to the device, which then establishes a connection and listens for commands.

As a lightbulb, the device fundamentally only has two states, on or off. However, this particular device is capable of dimming the LED as a percentage, thus giving it 101 states: off and 100 variations of on. We observed varying payload sizes of 1082–1090 B with no discernible mapping aside from a rough idea of the level of luminescence, that is, in general, the larger the payload, the brighter the light.

Interestingly, the lightbulb did not have a physical switch to control whether light was being emitted. After performing a deauthentication attack on the device, it was observed that the lightbulb maintained whatever state it had prior to disconnecting without any physical control mechanisms. This has a severe implication as it would be fairly easy for any attacker to externally control the function of the lightbulb.

**Motion Sensor**

One of the most surprising results was that the motion sensor could not be fingerprinted at all. It had no idle network traffic aside from ARP requests and TCP keep-alives, and only sent data once the motion sensor was triggered. Ironically, in a data-laden world, it is this lack of data that may give it away. While it is not possible to form a generative fingerprint, it is still possible to form a discriminative identity based on other devices in the WiFi network. For example, one can isolate, based on MAC address, the manufacturer’s products and from there prune MAC addresses that send WiFi frames other than a 60-second TCP keep-alive and ARP requests (data payloads of 68 and 44 bytes, respectively). However, this method is not guaranteed as we also observed, over a 24-hour period, one NTP synchronization to the manufacturer’s servers.

Due to motion sensors having only a triggered state, it is fairly easy to determine whether the device has been activated. The specific motion sensor we tested was trivially easy to determine as it did not send any sizable network traffic until the detection occurred. When testing deauthentications, some detections were buffered until the device managed to reconnect to the WiFi network; however, the parameters of how many and the order of which detections were dropped were not discernible.

**Power Switch**

This smart plug had a peculiar, extremely unique identifying aspect. By default, this device will broadcast data containing a JSON string over UDP every 3 s. The JSON data appears to contain a device state dump listing its IP, a flag regarding encryption, state, and other miscellaneous data. However, a smartphone running the corresponding application will pick this up and respond to the device; from there, the UDP broadcasts cease, and communication is switched to a TCP connection between the device and receiver. The TCP packets contain the same UDP data, except the JSON portion has been encrypted with non-standard base64 encoding. Despite this strange setup, the device also connects to a Message Queuing Telemetry Transport (MQTT) server to allow it to be controlled externally from outside the same WiFi network, and when idle, pings the server once every 30 s.

It also results in a rather interesting fingerprinting decision tree: if the paired smartphone is not active (e.g., screen off), one would expect to see multiple broadcast frames sent from the device with a payload size of 217 B; otherwise, one would expect to see WiFi frames with a payload size of 84 B sent with a period between 25 and 30 s. Additionally, in both cases, one would expect to see a separate set of frames with a payload size of 58 B/30 s. If the smartphone is on the same network as the smart socket, the command goes from smartphone to device, which sends the result to the remote MQTT servers and back to the smartphone. Otherwise, the command goes from the smartphone to the MQTT servers, relaying the command back to the device.

Regardless, this device does have a physical switch that can control the state of the device, and as a result, deauthentication attacks cannot override the device controls. However, the attacks are effective at disrupting the timezone localized scheduling as it is based on the smartphone application.

**Security Camera**

Our security camera was also an easy device to identify as it had fairly unique idle network activity with two parts: one loop multicasts three different Simple Service Discovery Protocol (SSDP) messages every 75 s with consistent payloads, while the other is a slightly more complex UDP data stream heartbeat. This UDP stream is established every ~60 s to a remote server, incrementing the device port by 1 every time. The stream is initiated by the device sending a 4-byte payload, beginning a nested loop that sends a 48-byte payload every 44 s until the stream is terminated after 16 iterations. The data being sent was itself unchanged and consequently could be identified easily using its 802.11 frame size. Furthermore, its activity could be trivially identified by observing any variation in frame sizes in addition to large frames being sent due to the video data. The camera also appears to be using a constant bit rate for transmission as there was no variation in data size unless a rotation order was received by the device.

There are also no physical controls on the device, meaning that like some of the other devices, its correct operation is completely dependent on its ability to connect to a WiFi network. Deauthentication attacks interrupt the video stream, which operates in fire-and-forget mode unless an SD card is inserted into the camera. Consequently, it is possible to render an entire WiFi surveillance network defunct by spamming the airwaves with disassociation frames.

**Device Localization**

As wireless cameras become more popular for security and surveillance systems, the leaking of their locations poses huge risks for homes and businesses relying on their innocuous operation. Intruders are highly motivated in localizing these devices as...
it enables them to make a plan to avoid detection. This is usually called malicious localization. While WiFi localization has been extensively studied in the past, for example, using received signal strength (RSS) or channel state information, we demonstrate that malicious attacks are easy to perform using a passive RSS-based localization scheme. Its novelty lies in clustering analysis and trimmed-mean-based denoising.

In our attack model (Fig. 3), the attacker only needs to carry a mobile device (e.g., smartphone/tablet/laptop) to passively sniff RSS data off of all WiFi packets in the environment by walking around the area. Such an attack is simple to execute and hard to detect due to its stealthiness: the attacker does not need to communicate with the camera, and data collection is easy to carry out by only traveling around the target area. Furthermore, since it only uses RSS, it does not require more complicated channel state information/time of arrival/angle of arrival based methods (e.g., [9–12]), which always involves multiple antennas or specialized hardware that cannot always be discreetly hidden in view. Therefore, due to the simplicity of the above model, we want to examine how much an attacker can do to localize the target.

For the attacker, the first step is to distinguish the wireless camera from other WiFi devices, which can be done via the proposed traffic pattern analysis. Then the attacker can filter packets based on the MAC address and extract RSS data of the target camera. The second step is to collect RSS traces along different walking trajectories and obtain a series of tuples, for example, (attacker_position, camera_RSS, time). The third step is to locate the camera using our unsupervised clustering-based log-distance model. Our scheme is based on the log-distance model because of its simple, widely adopted, and proven robustness. Following the traditional log-distance model, we can estimate the range between the receiver and sender as follows:

$$E_d = E_{d'} - 10 \log_{10}(d/d'),$$

where $E_d$ is the RSS at distance $d$, $E_{d'}$ is the RSS at reference distance $d'$, and $\alpha$ is a loss factor that indicates how fast the signal decays. Usually, $\alpha$ depends on the environment. In ideal free space, $\alpha = 2$, while for typical outdoor or indoor environments, $\alpha$ may vary between 2.7 and 4.3.

The above traditional log-distance model suffers from many practical issues with WiFi measurements. One of the most important problems is noise, which comes from dynamic environments and hardware imperfection. Therefore, we adapt the unsupervised feature clustering method in [13]. Specifically, we primarily use six features extracted from the raw data. We have collected over 80 points, of which 50 points are for training and 30 points are for testing. Frame features denoting traffic statistics of aggregated frames, which is different from [13] that focuses on all kinds of frames. The reason is that we observe the behavior of aggregated frames can more accurately depict the real traffic pattern for wireless cameras. Spatial features denoting location features by trajectory analysis. RSS features denoting signal strength. MSE (mean-squared error) features denoting the fitting error of the localization model that involves RSS and spatial features. Environmental features denoting the smoothing factor $a$, which is not included in [13]. For the details of clustering process and feature selection, please refer to [13]. Our clustering result is four categories where the cluster center is the coordinate-wise mean of the vectors. The first category takes 59 percent of instances, which have moderate RSS errors and mean square error (MSE). The second category takes 26 percent of instances, which have low RSS errors and high MSE. The third category takes 12 percent of instances, which have the lowest RSS errors and moderate MSE. The fourth category takes 3 percent of instances, which have the largest RSS errors and the lowest MSE. Therefore, we only use data in the first category for further localization computation as the rest of the data is either noise or the outlier for accurate localization. The intuition behind this choice is that the first category can cover most of the instances with reasonable errors.

After clustering, we further apply a trimmed mean over a time window to increase the concentration of localization results, which are shown in Fig. 4. We quantify the localization accuracy by absolute local error, which is the Euclidean distance between the estimated position and the true position. From experimental results, we observe that the localization accuracy is consistent across different random walks; for brevity, we only compare two representative samples. For our walking trajectory A, our method improves on localization accuracy from 12 m to 6 m, and a similar trend can be observed for B. In a multilevel building, one can use triangulation to reasonably approximate the floor where the device is. In the future, we would like to extend our localization attack model to other popular IoT devices (e.g., NFC, Bluetooth) and to different application scenarios, such as moving objects.

**Attack Strategies**

One of the most basic attacks is to use the localization technique covered in the previous section to map out where each IoT device is in the smart home with triangulation. This, combined with a MAC address lookup, grants an adversary working knowledge of roughly where each device is along with potentially what the device is, all by simply taking a lap around the neighborhood. This does not require access to the underlying cleartext and can be done quite easily using a simple promiscuous network controller. Unfortunately, this also means that it is extremely difficult to defend against as long as devices transmit traffic wirelessly. At best, this can be mitigated using a proprietary data-link protocol on a non-standard frequency to strongly discourage any opportunistic adversaries looking for an easy target.

![Localization model.](image)
For better or worse, we are beginning to enter an age where the consequences of failing cybersecurity now leads to potential physical harm to the human end-user instead of being isolated to hardware. The importance of this cannot be stressed enough as our observations indicate that some IoT devices lack even a physical control switch to override the embedded network-based controls.

Once an attacker has obtained this map, the next side-channel vulnerability that can be exploited is the potential localization of the home’s occupants (Fig. 5). By simply sniffing and observing the traffic emitted, it is possible for our adversary to discern whether or not a device is active and, based on the traffic pattern, get an idea of what is being sent. As an example, both the central hub and the security camera, when active, pump out an order of magnitude more data than when in an idle or inactive state. Likewise, the motion sensor does not output any data unless the sensor itself is triggered. Furthermore, the amount of data being transmitted along with the rate at which it is being sent/received allows for an easy means to identify the type of device. By identifying these devices and monitoring the traffic, the attacker can determine with reasonable accuracy how many occupants are in the home along with where they are, relative to where each device is.

Additionally, given a sufficiently long period of observation, the attacker could also eventually determine the pose of some devices — specifically those that have some cone of interest. As all security cameras transmit video data and, as a general principle, would like to reduce their data footprint, some manufacturers may see fit to use variable bit rate encoding rather than a constant bit rate. It would be reasonable to assume that for the majority of the time, these cameras will be observing a stationary scene. Thus, it stands to reason to lower the bit rate during these inactive periods and swap to a higher bit rate once a change in the scene is observed. Unfortunately, this creates entropy in the data that gives away two critical pieces of information: whether or not the camera is active, and the relative pose of the camera should its cone of view overlap with another IoT device’s cone of interest. To be more concrete, suppose there was a motion sensor somewhere in the camera’s field of view. A person walking through the motion sensor’s cone of interest would consequently be walking through the camera’s field of view. In terms of data, this would result in an increase in the camera’s data rate along with a spike in traffic sent from the motion sensor. Since the attacker is able to triangulate the location of both the camera and the motion sensor, our adversary can slowly piece together the pose of those devices by observing and noting when each device was active. Should the sensor go off without a bit rate increase from the camera, we know that their cones do not completely overlap and can adjust accordingly. This triangulation of cones is greatly increased with each additional overlapping device.

Finally, as an adversary has effectively co-opted the smart home’s device network, she can then selectively disable each device as needed remotely (Fig. 6).

While it is not necessary to know where the devices are prior to remotely disabling them, it does make it easier to remain undetected. As all of these devices are connected OTA using WiFi, most of them are susceptible to a deauthentication attack — an injection of a deauthentication frame to the device from a rogue AP masquerading as the router. In our analysis, we noted that some devices lack a physical control switch which overrides the network-based switch. These devices are particularly susceptible to this attack as there is nothing the defender can do in this case to regain control of the IoT device.

**Discussion and Conclusion**

As we have shown, wireless IoT devices are extremely vulnerable to side-channel attacks. These devices unintentionally leak plenty of data that can then be used to reconstruct a layout of the house, as well as allowing an adversary to potentially co-opt the IoT sensor network for their own purposes. With smart devices becoming the norm, the digital and physical world begin to bleed into each other as their interactions become further intertwined, not to mention the involvement of cloud and edge computing [14]. For better or worse, we are beginning to enter an age where the consequences of failing cybersecurity now leads to potential physical harm to the human end user instead of being isolated to hardware. The importance of this cannot be stressed enough as our observations indicate that some IoT devices lack even a physical control switch to override the embedded network-based controls. This implies that once an attacker gains control of the device, short of physically disconnecting the device from its power source, there is nothing that can be done to regain control. In these cases, the device manufacturers must carefully consider what the default failure state should be. This is a key part that is often glossed over as a second thought as many people will assume an assurance of Internet connectivity given how ubiquitous it has become over the past decade.

In conclusion, we have demonstrated that it is possible to mount a side-channel attack on a smart home by exploiting the devices’ liberal usage of data and that these devices are being targeted by malicious actors due to their prevalence and vulnerabilities. In what can only be considered an ironic twist of fate, these devices provide no more security than what they take away — much like a castle of glass, with its towering walls and buttresses intimidating and veiling, but offering no obstruction of its inner workings to any passerby. It is time for both device manufacturers and end users to seriously rethink IoT device security before this new technology becomes an ingrained aspect of a modern society. As our society’s reliance on technology increases, both the risk and fallout of security breaches increase proportionally to the point where digital attacks may soon have an impact far greater than what conventional attacks can deliver. Consequently, IoT device manufacturers must be held to a higher standard with respect to the out-of-the-box vulnerabilities of their devices.
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FIGURE 5 Figures demonstrating localization of a person inside a smart home: (a) idle traffic; (b) motion sensor emits detection; (c) security camera emits video.

FIGURE 6 Figures demonstrating the effects of a deauthentication attack: (a) IoT devices are disconnected; (b) sensor detects, but cannot send alert; (c) security camera is nullified.
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