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We introduce a deep learning approach to acquire and substantiate functional understanding of 3D indoor scenes via human activity prediction and hallucination. Specifically, we design a deep neural network which takes an unlabeled indoor scene without human presence as input and predicts a set of activity maps, each of which is a probability distribution over the scene indicating the likelihood that a particular human activity is supported at a specific position. Next, we develop an activity localization network which takes a scene and a set of predicted activity maps as input and outputs the location, orientation, and pose types of one or more humans to substantiate scene functionalities reflected by the activity maps. Finally, we position actual human poses into the scene to “hallucinate” the activities.

To train our two deep networks, we crowdsourced a large dataset of activity annotations over SUNCG, collecting descriptions of common human activities that are present in a large collection of 3D indoor scenes. As our data acquisition does not require localization of activity labels onto human-scene interactions, it is scalable and allows us to collect the large volume of data necessary to train the deep neural networks. We show that our method is able to predict different types of activities involving one or more humans for different scene inputs, as well as multiple activities supported by a single scene. We further insert humans with the correct pose types, positions, and orientations at appropriate locations in a scene, to illustrate the corresponding activities and scene functionality. Finally, we will release our large-scale dataset of 11,000+ rooms annotated with 34,000+ activity labels for the benefit of the research community.
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“The meaning or value of a thing consists of what it affords.”
—James L. Gibson [1979]

1 INTRODUCTION

In our daily lives, we constantly act on, and react to, the 3D environment that surrounds us to carry out our activities. These activities define how we function as humans. At the same time, the environment and the 3D objects therein have been designed and constructed to afford human activities and serve their intended functions. Hence, it is argued that the ultimate goal of object and scene understanding from an AI perspective is at the functional level.

In his seminal book, “The ecological approach to visual perception”, James L. Gibson [1979] argued that we use layout, 3D, and functions as a way to perceive and understand the world around us [Fouhey et al. 2016]. Gibson coined the term “affordance” of the environment...
as what it offers an agent, what it provides or furnishes. Thus, the term implies the complementarity of the agent and the environment. Following in this spirit, we are interested in functional understanding of indoor scenes by learning the “what”, “where”, and “how” of the human activities afforded by a 3D environment. An activity can involve multiple objects and one or more humans, where multiple affordances are present. For example, the activity “have conversation” may involve at least two humans sitting on chairs.

In this paper, we introduce a deep learning approach to acquire and substantiate functional understanding of 3D indoor scenes via human activity prediction and hallucination (Figure 2). Specifically, we develop a deep neural network which takes an unlabeled indoor scene without human presence as input and outputs a set of activity maps. An activity map is a probability distribution over the scene indicating the likelihood that a specific human activity is supported at a given location. Next, we develop an activity localization network which takes a scene and a set of predicted activity maps as input and outputs the location, orientation, and pose types of one or more humans to substantiate scene functionalities reflected by the activity maps. Finally, we position actual human poses into the scene, based on the activity localization, to “hullucinate” the activities.

Prior approaches to functional scene or object understanding use human pose fitting [Grabner et al. 2011; Kim et al. 2014; Savva et al. 2014] and what is referred to as the mediated approach [Fouhey et al. 2016], where an intermediate semantic or 3D representation is first inferred before functional analysis. In contrast, our activity prediction relies on a deep neural network to directly perceive scene functionality from an unlabeled RGBD image representation of the scene, inferring activity maps, as well as object semantics along the way. Recently, Fouhey et al. [2016] argued in favor of direct inference over the mediated approach. The former also follows more faithfully Gibson’s original idea of affordance analysis [Gibson 1979].

A key challenge to deep learning–based functionality analysis lies in acquiring large volumes of human-scene interaction data with fine-grained annotations. Recording the real interactions of one person and assigning action labels to all interactions is possible, as in SceneGrok [Savva et al. 2014] for 14 scenes and 45 recordings, but this is hardly scalable. The task becomes intractable when multi-person activities are at play. The vision community has contributed large-scale image [Chao et al. 2015] and video [Fouhey et al. 2018] benchmarks with human-object interaction labels. Such data is valuable for boosting the performance of human-object interaction detection or classification. But they lack 3D geometric information and are subject to the constraints of a first person field of view, limiting their usefulness for reasoning about activities involving multiple people over the space of an entire room.

We train our activity prediction network using top-down view RGBD images of 3D indoor scenes from SUNCG [Song et al. 2017] in which posed human models reflect common activities. Each scene is annotated with labels summarizing human activities therein, but there are no explicit correspondences between the labels and individual human models. Specifically, our labels are obtained from crowdsourced freeform texts describing human activities in each scene. Texts are easier to gather than explicitly tracking and pairing labels to human-scene interactions. However, working with such unpaired training data poses a weakly supervised learning problem. We address this challenge using an approach relying on two stages. The first stage is responsible for localizing an activity label to regions in the scene with human presence, and the second stage uses such localized data to train a network to predict a set of activity maps for scenes without human presence.

We train our localization network with the same top-down view data. Given an input view (without human presence) and an activity map corresponding to a specific activity label, the network returns a set of bounding boxes each reflecting a human position in the scene, along with parameters specifying the orientation and pose type. With this information, actual posed human characters can be added to the scene to visualize the supported functionalities.

Our work contributes the first deep neural network for direct prediction of human activities in indoor scenes. While the top-down view images we work with do not retain full 3D scene geometries, as in SceneGrok [Savva et al. 2014] for 14 scenes and 45 recordings, but this is hardly scalable. The task becomes intractable when multi-person activities are at play. The vision community has contributed large-scale image [Chao et al. 2015] and video [Fouhey et al. 2018] benchmarks with human-object interaction labels. Such data is valuable for boosting the performance of human-object interaction detection or classification. But they lack 3D geometric information and are subject to the constraints of a first person field of view, limiting their usefulness for reasoning about activities involving multiple people over the space of an entire room.

We train our activity prediction network using top-down view RGBD images of 3D indoor scenes from SUNCG [Song et al. 2017] in which posed human models reflect common activities. Each scene is annotated with labels summarizing human activities therein, but there are no explicit correspondences between the labels and individual human models. Specifically, our labels are obtained from crowdsourced freeform texts describing human activities in each scene. Texts are easier to gather than explicitly tracking and pairing labels to human-scene interactions. However, working with such unpaired training data poses a weakly supervised learning problem. We address this challenge using an approach relying on two stages. The first stage is responsible for localizing an activity label to regions in the scene with human presence, and the second stage uses such localized data to train a network to predict a set of activity maps for scenes without human presence.
they capture the essence of the “layout, 3D, and functional” characterizations as originally envisioned by Gibson [1979]. Moreover, such images are sufficiently expressive in describing a large variety of human indoor activities [Wang et al. 2019, 2018] and they are naturally supported by conventional convolutionary processing using neural networks. By leveraging the large volume of indoor scenes with activity annotations we collected, our method is more scalable and more general than current alternatives, allowing the prediction of a larger class of human activities that can be composed together to generate realistic activities involving multiple people. Finally, we release our large-scale dataset of 11,000+ rooms annotated with 34,000+ activity labels for the benefit of the research community.

2 RELATED WORK

In recent years, there has been a significant amount of work on recognition, prediction, and synthesis of human activities and human-scene interactions, with the ultimate goal of acquiring a functional understanding of the world. For the recognition or detection task, the input scene contains both humans and the 3D objects with which they interact. One group of works focuses on solving the separate problems of pose estimation and action recognition (e.g., [Toshev and Szegedy 2014; Vu et al. 2014]), while another group of works jointly approach the problem as the detection of human-object interactions or agent-verb-object pairs in images (e.g., [Delaitre et al. 2012; Gkioxari et al. 2018; Kato et al. 2018; Yao and Fei-Fei 2012; Yao et al. 2013]). The prediction task, on the other hand, focuses on inferring plausible human activities or interactions in a scene without human presence. Our work falls into this latter category.

Datasets for interaction recognition. An important front in the recognition of human-object interactions has also been the development of adequate training sets for learning-based approaches. Chao et al. [2015] introduce a dataset of human-object interactions encoded as verb-object pairs that describe entire images, showing that the dataset improves a set of baseline approaches. This dataset was extended to enable the use of a convolutional network that detects humans and objects, followed by another network that classifies their interaction [Chao et al. 2018]. Fouhey et al. [2018] annotate lifestyle VLogs with interaction labels to create an unbiased dataset for the understanding of human interactions. As an application, they use the dataset for the task of identifying objects that the hands of the human agents interact with. Qi et al. [2018a] perform human-object interaction understanding with a graph parsing network.

Affordance prediction and labeling. Roy and Todorovic [2016] label images with affordance labels such as “walkable” and “sittable”, based on deep networks that directly infer the affordances from input images. Lüddecke and Wörgötter [2017] specialize the detection of affordances to the level of object parts. Nagarajan et al. [2018] learn to predict human-object interaction affordances in images from weakly supervised first person and third person video data. On the other hand, Zhu et al. [2016] employ physics-based simulation to infer forces acting on body parts as people interact with an object, so as to derive human utilities related to affordances. Human activities often involve multiple objects and agents, while affordance is typically tied to a single object. Our work proposes a deep neural network for prediction of activities involving potentially multiple people and objects, and is trained in a weakly supervised fashion from freeform text descriptions of activities.

Another approach for affordance prediction is to directly hallucinate human poses that can fit a context of an image or 3D scene. In the seminal work “What makes a chair a chair”, Grabner et al. [2011] detect affordances by fitting human poses, so as to locate regions in a depth image that support the “sitting” function of chair objects. Jang et al. [2013] hallucinate human poses for an image based on the context of objects detected in the scene. Such information then guides a robot in finding a suitable location for placing a new object into the scene [Jiang and Saxena 2013]. Chao et al. [2017] employ a deep network and adequate training data to address the related problem of human pose forecasting, which is the prediction of human poses for future frames of a given image. In a similar fashion, Kim et al. [2014] automatically predict the pose of a human for using a specific 3D object. The method first predicts contact points where the human touches the object and then infers the most adequate pose given an instance of a particular object category. This form of human pose fitting is an indirect approach, which is harder to scale to fine-grained activity prediction than direct inference from scene geometry. Furthermore, for multi-person activities, it is difficult to pre-determine the number of humans and the appropriate regions of interests, making the approach less scalable.

Activity map prediction. A more general form of affordance labeling is the prediction of activity maps for a scene, as in our approach. Rhinehart and Kitani [2016] use a first-person view camera to collect activity observations and a matrix factorization approach to predict maps on new scenes. This method establishes a mapping between features from the annotated observations and features from the unseen scenes to infer the activities in the unseen scene. However, their approach relies on accumulating information from ego-centric video and only predicts from a set of six manually annotated activity labels that are implicitly defined for a single human.

Most closely related to our work is SceneGrok, by Savva et al. [2014], which uses an RGBD camera to observe and track single persons as they interact with a 3D environment. These observations are used to train a classifier that can predict action maps for previously unseen environments. Specifically, their activity prediction is based on human pose fitting, rely on a naive dense random sampling over spatial locations and poses for a single person and evaluating a random forest classifier at each sample. As a result, SceneGrok had runtimes of minutes for a single activity prediction on a single input room scan. Prediction for activities that jointly involve groups of people would be computationally intractable, especially when the total number of people is not known ahead of time.

In contrast, a direct prediction approach using our deep neural network approach runs at real-time rates and predicts regions for a large compositional set of activities that can involve multiple people. A significant increase in the size of the training data played a critical role in making our approach more scalable and more general. Compared to the 14 scenes with 45 recordings of single-person interactions in SceneGrok, our dataset consists of more than...
We first construct an activity dataset by employing workers to gather scenes. Based on this data, we then train deep networks for activity prediction and hallucination. We introduce an activity prediction network that, given a 3D scene without human presence, predicts the activity map corresponding to a specific activity label. We also introduce an activity localization network that predicts the bounding boxes, orientation, and pose type of human models, which guide the placement of 3D human poses into the given scene to illustrate different types of activities. The method used for activity prediction and hallucination are described in Section 4. Dataset construction and training data preparation are described in Sections 5 and 6.

4 ACTIVITY PREDICTION AND HALLUCINATION

Activity prediction. We predict the activity maps $P_a$ with a neural network (see Figure 3). The input is a top-down view $I$ of a scene represented with RGB and depth channels, and the outputs are word maps $P_w$ that localize the regions in the scene corresponding to the words, e.g., sit, lie, sofa, etc. Each map provides a probability $P_w(x, y)$ reflecting how well a position $I(x, y)$ relates to the word $w$. Then, to localize an activity label $L_a$ (represented as a verb-noun tuple or only a verb encoded as a multi-hot vector), we take the corresponding word map or merge two word maps to obtain the corresponding activity map $P_a$, e.g., sit sofa or only sit.

We predict all the word maps first and then merge them into activity maps as needed, instead of predicting activity maps directly. We do this as some of the activity maps are highly correlated due to sharing a common verb or noun. By predicting all the word maps together and then deriving activity maps through intersection, we are able to both recover the correlation between the words in the input activity labels and the corresponding regions in the maps.

Since most of the activities are strongly correlated with specific object categories, and the object category information is available for all the scenes in our dataset, we also pre-train the encoder-decoder network to output the object categories and the segmentation of the input image. Thus, the activity maps and object categories are inferred from the same input layers, although we use different layers at
We estimate the orientation of the pose with an additional neural network. The orientation of each pose in a room is defined by a rotation angle specifying its front direction in the reference frame of the room. We represent each bounding box predicted by the hallucination network as a mask $B$ with the same resolution of $I$ and with 1 inside the bounding box and 0 outside. The orientation prediction network then takes as input $I$ with $B$ as an extra channel, and outputs the rotational angle. This network is trained using the pairs of bounding box and rotational angle for all observed poses in the training dataset. We train a network for each human pose type and, during inference, predict the orientation for each predicted bounding box separately.

**Human pose positioning.** With the predicted bounding box, type and orientation information of each pose, we then position a human pose model of the predicted type by centering it at the bounding box centroid and orienting it such that its front direction matches the predicted orientation, as illustrated in Figure 2. Then, starting with the initial human pose of the given type, we run a ragdoll physics simulation with collision detection to adapt the pose to the surrounding scene. The human model is dropped from 0.5 m above the scene and allowed to settle so that its limbs conform to the surrounding furniture. All the poses have limits set for how much the joints can rotate. For sitting and standing poses, joint angles are fixed for the upper body and entire body, respectively. Moreover, since sitting poses frequently occur in front of working surfaces such as desks, we detect the projection points of the feet and the hip on the top surface of the scene, and if the projection point of the feet is higher than that of the hip, we disable collisions for the leg and feet joints and re-drop to avoid unnaturally high leg poses.

5 DATA COLLECTION

**Activity dataset.** Our dataset is based on scenes from the SUNCG dataset [Song et al. 2017], which we annotated with activity labels. We selected scenes containing one or more models of humans, which represent approximately 8% of the dataset (32K rooms). We then performed a pre-filtering of this initial dataset to ensure that the data has enough instances of each room type and object.

**Data pre-filtering.** We first selected rooms that contain 1 to 5 humans, and restricted the floor area to be between 10 to 60 m², which covers 77% of the data. We also restricted the room types to bedroom, living room, office, kitchen, and dining room. These are the five most frequently appearing types, providing a dataset of about 18K rooms. Moreover, we kept only the rooms that contain the 60 most frequently appearing object categories, to prevent certain objects from appearing only a few times in the data. We also removed rooms that contain objects from the “outdoor” and “bathroom” categories. We obtained 17K rooms after the filtering by object types. Finally, to keep the categories of rooms balanced, we subsample the largest category (bedroom) so that it has a similar number of rooms as the other categories, resulting in a final dataset of 12K rooms.

**User annotation.** To reduce the amount of bias present in the selection of labels, we annotated the pre-filtered dataset with activity labels in two rounds. The first round provided total freedom to the annotators allowing them to enter freeform text descriptions of the activities in the rooms, enabling us to collect an unbiased sample of activity labels. The second round was more constrained by the set of annotations collected in the first round, to ensure the collection of a larger set of data with consistent labels.
In the first round, we presented a set of rooms one by one to a group of workers. The annotators provided succinct sentences describing each action by a person or group of people in a room. An image of the data collection interface along with the instructions is shown in the supplementary material. The results of annotating 2,000 rooms were then used to create a set of verb-noun labels for subsequent annotation. Specifically, we selected the top 100 most frequently used verbs and nouns in the descriptions. We give more details on the verb-noun parsing in the next paragraph. In the second round, a set of 10,000 rooms were annotated with a similar interface to the first pass, with the addition of an auto-complete interface that suggests verbs and nouns from the top 100 most frequent verbs and nouns. Thus, users could still enter freeform text with autocompletion suggestions based on the first round. The users could use a "Cannot do" button to indicate they were not sure how to label the scene. In total, we obtained annotations for 12K rooms, with about 6 sentences per room on average.

Annotation post-processing. After user annotation, we post-process the annotations to ensure consistency and establish a structured activity label set. We use the Stanford CoreNLP pipeline [Manning et al. 2014] to convert the freeform text into a set of 44 activity labels composed of verb and noun or verb-only tuples (e.g., "sit", "sit chair", and "sit sofa"). With these labels, we then filter the annotated rooms for annotation consistency. The details of this dataset post-processing procedure are described in the supplemental material.

6 TRAINING DATA PREPARATION

Although our dataset consists of scenes containing human poses assigned with activity labels, we do not have a direct correspondence between the humans and labels, which is necessary for training our activity prediction and hallucination networks. Thus, we first transform our dataset into training data with localized activities corresponding to the activity labels using a neural network encoder.

For the preparation of the training data, we use our initial data to train an activity recognition network. The network takes as input a top-down view of a scene and outputs the probable activity labels for the scene. The architecture of the network consists of an encoder and a fully-connected layer that jointly learn a multi-hot classifier of each scene. We encode the activity labels in a multi-hot vector representation that allows for composition of the verbs and nouns in our activity label set. As illustrated in Figure 3, we split the verb-noun tuples to create a separate entry for each verb and noun in the multi-hot vector, also creating entries for the isolated verbs if necessary. In this process, we obtain 16 different verbs and 18 different nouns, creating a multi-hot vector of dimension $\omega = 34$.

Note that the original dataset contains 44 activity labels stored as tuples of verbs and nouns or verbs only.

To identify spatial regions corresponding to each word, we use the class peak response method of Zhou et al. [2018] to derive a Peak Response Map (PRM) for each word. A PRM is a visual map that identifies the regions where the encoder provides peak responses for a specific label. PRMs are computed by applying a peak stimulation process to the learned network, followed by a peak backpropagation that creates the visual map for a given word [Zhou et al. 2018]. We iterate over every word entry in our activity label representation and create their corresponding PRMs.

To prepare the training data for activity prediction, we identify the objects intersected by the detected peak regions, and extend the response maps so that they fully include each intersected object. Specifically, we combine the PRM and mask of intersected objects with equal weights. The object mask is composed of pixels with values of 1 (object present) or 0, while the PRM is also normalized by mapping the pixel values to the $[0, 1]$ range. The outcome of this
step is a set of word maps $M_w$ for each word $w$, which provide a correspondence between each verb or noun and spatial regions of the scenes; see Figure 5 (b-c) for two examples. These word maps are used to train our activity map prediction network. Figure 6 shows examples of the variety of word maps that we obtain.

For training activity localization, instead of using the word maps, we obtain the combined activity map $M_a$ for each activity label $L_a$ and the corresponding human pose parameters $H_a$. More specifically, for verb-noun activity labels, we take the intersection of the two word maps corresponding to the verb and noun entry of the label, and assign the maximum entry value of the two maps to the combined map. For verb-only labels, we simply take the corresponding word map. An example of this construction is shown in Figure 5 (c-d). For the corresponding human pose information, we find human poses in the training set scenes that intersect the activity map, and use the bounding boxes of individual human poses with their coarse pose label (standing, sitting, or lying) as the training set $H_a$. Please refer to the supplemental material for examples of the training dataset and detailed statistics.

### 7 RESULTS AND EVALUATION

We show results for activity prediction and hallucination, and evaluate each step with comparisons to other methods.

#### 7.1 Qualitative results

**Activity prediction.** Figure 7 shows examples of activity map prediction. Our predictions capture subtle differences between activities that can happen in the same space. In the left example of the first row, we predict high probability for the two single chairs when given the label *have conversation*, while excluding them for *lie sofa* since they are too small to support lying down. For the left example in the third row, *watch TV* gives high probability for suitable regions facing the TV while excluding the small *sit* region on the side. In the right example of the third row, we successfully detect activities that usually appear in a different type of room within a multi-functionality room. For example, *sit sofa* usually appears in *living rooms* while *cook meal* usually appears in *kitchens*. In the fifth row, we see predictions of the same activity label detected in rooms with different layouts. In the last row, highly-correlated activity labels such as *use computer* and *sit desk* result in similar maps.

**Activity hallucination.** Figure 8 shows examples of hallucinated activities demonstrated by human poses placed based on our predicted activity maps. Standing poses are inserted most frequently in *kitchens* close to the cabinet with activity labels such as *cook meal*, *cook kitchen*, and *stand kitchen*, as shown in the first three rows. Lying poses are always related to activities such as *lie bed* and *lie sofa*. The results in the fourth to sixth row show that we reliably detect bed and sofa regions and place the human poses with correct positions and orientations in those regions, accounting for different bed orientations and positions. Moreover, our method can place different numbers of human poses, e.g., two people lying in the same bed. Sitting poses are related to a different set of activities, such as *have conversation*, *watch TV*, and *use computer*. For activities involving multiple persons, our method inserts more than one human pose in the same region, with orientations such that the humans appropriately face each other. For *watch TV*, one or more sitting poses are usually generated and placed facing the TV. For *use computer*, the final human pose numbers and locations depend on the number of desks and chairs supporting the activity.

#### 7.2 Quantitative evaluation and comparisons

Our method involves three steps: i) activity recognition for training data preparation, ii) activity prediction, and iii) activity hallucination. Here, we quantitatively evaluate each step. Our dataset is split into 70%, 15%, 15% portions for training, validation, and testing.

**Activity recognition.** We first use a multi-label classifier to find the correspondence between activity labels and local regions in the scene, which takes the 3D room with human poses as input and produces a set of activity labels as output. We evaluate different ways of encoding the input room: RGB, depth, and RGBD images. The average classification accuracy and F1 score are (91.6%, 0.26) for RGB, (92.9%, 0.33) for depth, and (93.1%, 0.37) for RGBD. We can see that depth provides more useful information than RGB, and using both RGB and depth provides the best performance.
Once the network is trained, we can extract a word map for each scene and each word, and then derive the activity maps corresponding to different activity labels as we described in Section 6. This output forms our training data for the activity map prediction and human hallucination on scenes without humans. An alternative approach is to take rooms without human presence as input and train the multi-label classifier so that the activity map for those scenes can be extracted directly from the network without the need for an activity prediction network. However, this approach has the disadvantage that it does not account for human activities that were not annotated for the room, but that are still possible (e.g., not all chairs will have a person sitting on them in our training data). This partial annotation leads to incorrect penalization of true generalization capability for activity classification and region localization. Figure 9 shows a comparison of extracted word maps from scenes with and without humans. The average classification accuracy and F1 score from input RGBD rooms without humans are 90.4% and 0.23, respectively, which are lower than the 93.1% and 0.37 that we obtain with the use of humans.

**Activity prediction.** To form the training data for activity prediction, we take the RGBD representation of 3D rooms as input and use the corresponding word maps extracted from the multi-label classifier for activity recognition as the output that the network should predict. Since we use an encoder-decoder network as commonly used for semantic segmentation tasks, we pretrain the network for object category segmentation, obtaining 96.5% accuracy. Then, we replace the last few layers with layers that output word maps, and fine-tune the network on the data that we prepared.

To evaluate the predicted activity maps, we collected “ground truth” activity map annotations from crawdworkers. This is necessary as the original human pose placements that we used for our training data only offer a sparse sample of potential positions where an action might take place, and would penalize generalization to valid regions (e.g. placing a sitting pose in a chair where no pose had been observed). To collect this data, we use a similar interface to the one used for activity label collection. We present a top-down image view of a room, and ask the worker to draw regions where a person would be able to perform a given activity label such as “sit chair”. The workers then use an arbitrary number of bounding boxes to delineate the region. If an activity was not possible in the room, the worker could mark it as “Cannot do”. In this way, we constructed...
more complete activity maps that can be used as ground truth for evaluating our predictions. Some of the example annotations can be found in the last column of Figure 11.

With these annotated activity maps, we evaluate activity map prediction by computing the recall, precision, and F1 scores of our predictions relative to the annotations. The recall is computed pixel-wise between predicted activity map and ground truth map with a threshold value of 0.1. Our definition of precision accounts for the continuous value confidence of the activity maps by taking the intersection between the ground truth and the predicted map, and normalizing by the summed confidence of the predicted map.

We evaluate against four baselines, which include one object-centric baseline and three variations of our method:

- **ObjectRegions**: perform object detection and obtain the activity maps by mapping object labels to activity labels.
- **HumanRegions**: direct prediction of activity maps but using observed human poses and intersected object regions in raw data as training data.
- **ConditionalActMap**: conditional prediction with training data consisting of only rooms with their supported activity labels and corresponding activity maps.
- **ConditionalActMapII**: conditional prediction with training data not only consisting of rooms with positive activity labels but also same number of rooms with negative activity labels together with their empty activity maps.

The **ObjectRegions** baseline uses object detection to infer the activity maps. After detecting object regions and their labels are mapped to activity labels according to a set of rules, e.g., a region such as sofa is mapped to sit sofa. Activity labels without concrete objects, e.g., cook meal, are derived from related objects, e.g., kitchenware. Finally, verb-only activity labels are derived from the union of all detected object labels that involve the verb in the rules. The specific rules used in the mapping are listed in the supplementary material.

Comparison against this baseline justifies the use of activity map detection instead of simply performing object detection.

The **HumanRegions** baseline does not use the multi-label classification training data preparation procedure. Instead, it uses the annotated activity labels and observed human poses in the training data directly. However, since the activity labels do not have correspondences to regions in the room, we extract a mask over all human poses in the scene and combine it with the object mask consisting of objects intersected by the human, as we did for word map generation. Then, we use this as the word map for all the verbs and nouns associated with the given room to train the word map prediction network. Comparison against this baseline justifies the use of multi-label classification for training data preparation.

The **ConditionalActMap** baseline is a conditional version of the network which takes as input the top-down view I of a scene as well as an activity label L_d that we would like to localize in the scene, and then outputs an activity map P_d directly that localizes the specified activity in the scene in the form of a probability P_d(x, y) reflecting how well a pixel I(x, y) supports the activity. The activity map for each room with respect to each activity label is obtained as described in Section 6. However, since most of the rooms only support a small set of activities with limited human poses presented, the number of negative examples that we obtain is more than 10 times the number of positive examples. Since the positive examples are more reliable for activity map prediction on scenes without humans, we evaluated two settings for **ConditionalActMap**. The first setting uses only positive examples, while the second uses a sample of negative examples with the same size as the set of positive examples. Comparison against this baseline justifies the choice of predicting all the word maps first and then merging them into activity maps when needed.

Table 1 reports the performance of our method against the baselines. We see that our method obtains the best performance. Figure 10 shows visual comparisons of our method to the object-centric baseline. The object-centric baseline fails to produce correct results when: 1) The object segmentation network predicts incorrect object labels; 2) The object segmentation is correct but the detected object regions do not fully cover the activity region; 3) Activities with the same noun but different verbs may correspond to different activity regions. Corresponding examples are shown in the different rows of Figure 10. Case 1: the TV bench is labeled as desk and thus added into the activity region for use desk. Although this case is rare in the results, as the segmentation network obtains 96% segmentation accuracy, cases 2 and 3 are still common even with a perfect segmentation. Case 2: an activity like look computer should include the object regions such as desk and chair around computer, but not all such regions in the scene. However, this kind of contextual information cannot be easily added to the object-centric method. Case 3: sofa can be associated with both lie and sit verbs, however, the two activities require different sofa sizes. This implies that the method should consider additional information beyond only the object categories involved in the activity.

Figure 11 compares the different activity prediction methods. We see that the **HumanRegions** baseline cannot leverage the more specific correspondences between activity labels and regions that we obtain from the multi-label classifier. Instead, the baseline considers all observed humans in the training data when learning to predict any activity label assigned to a room. The effect is that the network predicts much larger regions in general. We also see that the two **ConditionalActMap** baselines both tend to output similar maps for different activity labels. The main reason could be that it is difficult
Activity hallucination. Given the RGBD representation of the input room and the predicted activity map corresponding to an input activity label, our goal in activity hallucination is to put a human pose in the scene to illustrate the activity. This is achieved in three steps: human pose type and location detection, pose orientation prediction, and 3D human pose insertion. We present a quantitative evaluation for the first two steps.

For human pose type and location detection, the input is a top-down view of a scene with RGB and depth channels, the activity map $M_a$, and the activity label $L_a$, giving us a combined input of $I + M_a + L_a$. The outputs are human bounding boxes associated with each pose type. We formulate this as an object detection problem (where we predict a bounding box for the human pose and a label for its type). Thus, we can evaluate the method using a standard mAP (mean average precision) against the ground truth. We compare this approach against ablations using three alternative input configurations: $I + L_a$, $M_a$ alone, and $M_a + L_a$. Table 2 reports the results. As we can see from the comparison, using $I + L_a$ as input without providing the activity map has the worst performance. Using $M_a$ alone and training the network for all kinds of activity labels helps for the network to pass information from the multi-hot input activity label to later layers that guide the final pixel-level prediction.

<table>
<thead>
<tr>
<th>Method</th>
<th>$I + L_a$ mAP</th>
<th>$M_a$ mAP</th>
<th>$M_a + L_a$ mAP</th>
<th>$I + M_a + L_a$ mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>mAP</strong></td>
<td>87.9%</td>
<td>90.3%</td>
<td>93.1%</td>
<td>93.5%</td>
</tr>
</tbody>
</table>

Table 2. Evaluation of our activity hallucination. Numbers report mean average precision (mAP). Higher values are better.

Figure 12 shows selected comparisons between $I + L_a$ and $M_a + L_a$, and also comparisons between $M_a$ and $M_a + L_a$. On the left, we can see that without the activity map, providing the image input $I$ results in missing some regions that do support the corresponding activity. On the right, we see that when taking the activity map $M_a$ alone without providing the label $L_a$ as input, human boxes are together also underperforms. When we add $L_a$ and $M_a$ to the input image $I$, we observe the best performance.

Figure 13 shows examples of activity hallucination results with large orientation error but still valid. We show two examples for lying poses (first row) and two examples for standing poses (second row). For each example, from left to right, we show the predicted human box with ground-truth orientation (blue arrow) and predicted orientation (red arrow), the scene with a hallucinated human in the predicted orientation, and the ground-truth pose orientation.
In the supplementary material, we also compare our human pose type and location detection method to the object-centric baseline, and provide more details about the implementation of the baseline.

7.3 Applicability to real scans

To show the generality of our method and its potential applicability to scans of real rooms, we re-train all the networks with input scenes represented using top-down view images but encoding only the depth channel. Then, we test the prediction on scans of scenes from ScanNet [Dai et al. 2017]. Despite the fact that our networks are trained on synthetic data, we found that they can already be used to predict reasonable activity regions in the scanned scenes, along with the corresponding human pose types and orientations.

Figure 14 shows activity prediction and hallucination results on scanned scenes. We see that our method provides reasonable predictions such as sit chair and use computer, although noisy regions can lead to false positives such as wash sink.

To perform a quantitative evaluation of the prediction accuracy on real scans, we also collected ground-truth activity maps for all the scenes of ScanNet with room types that have corresponding training data in SUNCG, which results in more than 700 labeled scenes. We compare our method to the object-centric baseline as in the evaluation for synthetic data. The F1 scores that we obtain are 0.27 and 0.12 for our method and the object-centric baseline, respectively. The cases when the object-centric baseline fails are similar to the ones we listed when comparing on the SUNCG dataset.

Figure 15 shows visual comparisons of our method to the object-centric baseline. We see that the object-centric baseline fails to correctly segment the objects in many examples, which directly leads to incorrect activity maps. Although there are cases where the object regions were detected correctly, the detected object regions do not fully cover the regions required by related activities, e.g., look computer, sit table, and sit desk. Moreover, when using the object-centric method, some regions cannot be further filtered based on specific requirements of the activities, e.g., sit sofa vs. lie sofa.

7.4 Application to activity-based scene retrieval

We use our method to demonstrate a scene retrieval application, where scenes are retrieved given a query set of multiple activities. For each activity, we compute a score of how well a scene supports the activity by summing the confidence across the entire activity map predicted for the scene. Then, we rank the scenes based on the average of the scores for all the activities in the given set.

Figure 16 shows examples of scenes retrieved for different sets of activity labels. We see that all the retrieved scenes support multiple uses. The first row shows that rooms with beds and sofas or chairs are needed for combining the activities rest bed and have conversation. The second row shows that hybrid rooms which are a mix of kitchens, dining rooms, and living rooms, are retrieved for supporting the combination of the activities cook kitchen, sit table, and lie sofa. The last row shows that scenes which are a mix of living rooms and offices are retrieved for supporting the combination of the activities play chess, watch television, and use computer. The scenes contain all the objects needed for carrying out the specified activities.

Fig. 14. Activity prediction and hallucination results on scans of real rooms from ScanNet [Dai et al. 2017]. See the supplementary material for additional 3D views.
8 CONCLUSION AND FUTURE WORK

The key to obtaining a functional understanding of indoor scenes is learning the "what", "where", and "how" of human activities supported by an environment. We have developed a deep learning-based approach for such a functional scene understanding via human activity prediction and hallucination. Our method takes as input an unlabeled top-down view of a 3D scene and outputs a set of activity maps indicating the likelihood of various human activities that are supported over the input scene. Further, our activity localization network takes an input scene with an activity map and predicts where and how human models can be placed into the scene to substantiate functional activities reflected by the action map. To train our deep networks, we crowdsourced a dataset of activity annotations over SUNCG, collecting descriptions of common human activities in a large collection of 3D indoor scenes. As our data acquisition does not require localization of activity labels onto human-scene interactions, it is scalable and allows us to collect the large volume of data necessary for neural network methods.

Our current framework is limited to analyzing top-down views, which are natural for convolutional networks, but they do not retain full 3D scene geometries. In addition, our current scheme for human pose positioning is still rather rudimentary. Fine-grained pose synthesis is a stand-alone and challenging problem in its own right, which likely requires additional data to provide the full 3D configuration of human agents interacting with 3D scenes. To the best of our knowledge, such large-scale datasets are unavailable. Constructing such data from videos is an interesting avenue for future work. Lastly, our activity annotations have focused on human-scene interactions and do not include close human-to-human interactions. Extending our approach by incorporating methods from the human motion modeling and character animation literature is a promising direction to address these technical limitations.

We would also like to extend our functional analysis to first person views. Our method could be combined with a domain adaptation method to target egocentric image or video data with or without observed humans. An exciting direction for future work is to integrate our annotated 3D scene dataset with common activity video data such as the VLOG dataset [Fouhey et al. 2018]. One possibility to address these tasks is to train our networks on virtual scans of synthetic scenes, to obtain networks applicable to partial views such as depth images inferred from input frames of videos. Another promising direction is to develop a scene plausibility score based on how well one or more human activities can be afforded by a given indoor scene. Based on such a score we can perform scene synthesis or scene refinement, by re-arranging or inserting object to improve the functional plausibility of a 3D scene.

Fig. 16. Example results of activity-based scene retrieval performed with our method, showing how hybrid rooms that support multiple activities are retrieved for queries involving multiple activity labels.
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