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Abstract. The study of asynchronous circuit behaviors in the presence of component and wire delays has
received a great deal of attention. In this paper, we consider asynchronous circuits whose components can be any
non-deterministic sequential machines of the Moore type, and describe a formal model for these circuits and their
behaviors under the inertial delay model.

We model an asynchronous circuitC by a networkN of modules with delays associated with its components
and/or wires. We compute the behavior ofN assuming arbitrary inertial delays in the modules, and take this behavior
to be correct. We defineN to be strongly delay-insensitive if its behavior remains correct in the presence of arbitrary
stray delays, where correctness is defined through the notion of observational equivalence (or bisimulation), one of
the strongest forms of behavioral equivalence. We introduce the notion of quasi semi-modularity, which generalizes
Muller’s definition of semi-modularity to non-deterministic networks. We prove that a circuit, with all the wire
delays taken into account, is strongly delay-insensitive if and only if its behavior is quasi semi-modular.

Keywords: asynchronous, bisimulation, delay-dense, isochronic, module, network, semi-modular, speed-
independent, delay-insensitive

1. Introduction

Although much of today’s digital design is synchronous, there has been a considerable
interest in asynchronous circuits [2], especially during the past decade. In contrast to a
synchronous circuit, whose operation is under the control of a global clock signal, an
asynchronous circuit uses local handshaking among its components. Potential advantages in
using asynchronous circuits include lower energy consumption, higher speed, and avoidance
of clock distribution problems [2].

Among asynchronous designs, the class of so-called delay-insensitive circuits has re-
ceived special attention [3, 4, 5, 17, 18, 19, 20, 21]. Roughly speaking, a circuit is delay-
insensitive if it continues to operate correctly even if the delays in its components and wires
change arbitrarily. When such a circuit is designed in a modular fashion, it is possible to
replace its components by better ones (faster, more power-efficient, etc.), without changing
the correctness of its operation, although, its performance may be affected.
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Another important reason for designing delay-insensitive circuits comes from the fact
that wire delays do not scale down proportionally to other factors, such as switching time
and clock period, affecting the behavior of a circuit, when the size of that circuit is scaled
down [13]. This scaling problem has become increasingly troublesome in VLSI design, as
it is often desirable to map the existing layout of a circuit onto a smaller region as technology
improves.

We represent delays in the commonly-used inertial delay model. In this model, a compo-
nent ignores a pulse generated on one of its inputs if the duration of the pulse is shorter than
the component’s switching delay; so an enabled action on a component may be cancelled
prematurely if the pulse is too short.

In the next two sections, we give a brief survey of previous work on delay-insensitivity
and semi-modularity. For a more detailed account of the two concepts, refer to the recent
survey by J. A. Brzozowski [1].

1.1. Semi-modularity and speed-independence

Early work on circuit behavior in the presence of delays traces back to D. E. Muller’s theory
of “speed-independent” circuits [7, 11, 12]. Muller considers onlyautonomouscircuits,
i.e., circuits without external inputs. He assumes that wire delays are negligible, and only
components have delays.

A circuit is composed of a set of nodes representing logic components. Abinary state
variable is associated with each node. In Muller’s terminology, a nodei is excited, and
thusunstable, in a circuit states if its current valuesi disagrees with itsimplied value
s′i . The implied value is determined by the Boolean expression for that node. Each node has
a unique implied value at any time, so it behaves deterministically.

Muller describes the behavior of a circuit by a set ofallowed sequencesof circuit states,
which specify the order in which the state variables change, but not the times of change. Two
statesa andb belong to the sameequivalence classif a can be reached fromb through an
allowed sequence, and vice versa. LetL be the partial order defined over these equivalence
classes as follows:ALB if there existsa ∈ A andb ∈ B such thatb can be reached from
a through an allowed sequence. For each allowed sequence, there is a unique sequence of
equivalence classes and a definite “last” class, called theterminal class. Muller defines a
circuit to bespeed-independentwith respect to a stateu if all allowed sequences starting
with u have the same terminal class.

In asemi-modularcircuit behavior, if nodei is excited in states, but does not change to
its implied values′i when the circuit goes to statet , then it must still be excited in statet
and to the same values′i . In other words, semi-modularity requires that no state transition
can change the implied value of any unchanged state variable which is unstable. The term
“semi-modular” was adopted because a certain partially ordered set corresponding to such
a behavior is a semi-modular lattice. Muller shows that circuits exhibiting semi-modular
behaviors form apropersubclass of speed-independent circuits. More recently, A. J. Martin
[5] has used the term “stability” to mean semi-modularity, and has basically taken it as a
definition of delay-insensitivity.

Semi-modularity has also been related to freedom from static hazards. Intuitively, hazards
represent spurious pulses at the outputs of circuit elements. A. Yakovlev et al. [19] define a
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static hazard under the inertial delay model to be a change of the implied value of an unstable
state variable while the variable remains unchanged. So by their definition, semi-modularity
implies freedom from static hazards. Martin [5] also states informally that semi-modularity
guarantees the absence of hazards.

Yakovlev et al. [19] compare the traditional notion of speed-independence and semi-
modularity to some other properties of circuit behaviors, some of which are local (such
as determinism, persistence, commutativity, and local confluence), and others (such as
permutability and global confluence) are not. They offer alternative definitions of speed-
independence and semi-modularity based on these properties. For example, they define
speed-independence as global confluence for behaviors which can be infinite, semi-modula-
rity-1 as local confluence, and semi-modularity-2 as the lattice-theoretic semi-modularity.
They also prove equivalence results among the various properties for the same behavior. For
example, they revise a proof of Muller’s to show that determinism, persistence, and com-
mutativity imply semi-modularity-2.

1.2. Delay-insensitivity

C. E. Molnar et al. introduce the “foam-rubber wrapper” postulate [9] to describe delay-
insensitive specifications of circuit components. A component is viewed as being surrounded
by a “foam-rubber wrapper.” The inner surface of the wrapper corresponds to the component
interface, whereas the outer surface defines the environment interface. The foam-rubber
analogy suggests that the distance between the inner and outer surfaces along one wire may
be different from that along another wire, representing different (and possibly time-varying)
delays.

Following Molnar’s informal idea, J. T. Udding gives the first formal definition of delay-
insensitivity [17]. He considers a mechanism interacting with the environment through sig-
nals on its input and output wires. He uses atrace structureto specify all possible sequences,
calledtraces, of communication actions that can take place between the mechanism and its
environment. He suggests that such a specification is delay-insensitive if and only if there is
notransmission interferenceorcomputation interference. Transmission interference occurs
when two consecutive signals are transmitted along a wire, and computation interference
occurs when a signal is sent to the mechanism but the mechanism is not ready to receive it,
or a signal is sent to the environment but the environment is not ready to receive it.

Udding defines a trace structure to be delay-insensitive if it satisfies four rules, later called
the JTU rules. For example, one of the rules states informally that there should not be any
ordering among input signals of a mechanism, and the same holds for output signals. Udding
shows that a trace structure and its environment satisfy these four rules if and only if there
is no computation or transmission interference.

J. C. Ebergen [4] defines delay-insensitivity with a somewhat different approach. He
specifies a circuit element by a regular expression-like program describing the communica-
tion behavior between the element and its environment. Such a program can be translated
into a set of simpler programs in a systematic way. Each of the simpler programs represents
the behavior of some basic element, such as a fork, a Muller C-element, or a toggle. The
network of these basic elements forms a realization, calleddecomposition, of the original
element. If all the basic elements used are so-called delay-insensitive elements, then the
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circuit element is said to be delay-insensitive. Ebergen has shown that his definition of
delay-insensitivity is equivalent to that of Udding.

D. L. Dill [3] develops methods for the specification and automatic verification of asyn-
chronous circuits. He uses a more general notion of trace structure, calledprefix closed
trace structure, which contains a set ofsuccessful tracesand a set offailure traces. Trace
structures are required to bereceptive, meaning that the component should be ready to
accept input from the environment at any time. A trace structureS is said toconform toa
trace structureT if Scansafelysubstitute forT in a circuit; safe substitution preserves the
failure-freedomof the trace structures, where a trace structure is failure-free if its failure set
is empty. Dill defines delay-insensitivity via an operatorDI on trace structures. Basically,
DI attaches delays to all the inputs and outputs of a component specified by the trace struc-
ture (a foam-rubber wrapper). A trace structureT is said to be delay-insensitive if and only
if DI (T) conforms toT .

T. Verhoeff [18] calls an asynchronous circuit component aprocess. A process is specified
by a trace structure, as used by Udding. Verhoeff shows that several characterizations of
delay-insensitivity are equivalent under certain assumptions. He also extends the JTU Rules
to include progress as a correctness concern.

1.3. Contribution of the paper

1.3.1. The network model. In this paper, we consider asynchronous networks whose com-
ponents are non-deterministic sequential machines of the Moore type [10]. Non-determinism
permits us to include arbiters in our networks. We also allow components to have multiple
outputs. We describe a formal model for these networks and their behaviors.

Yakovlev et al. [19] also develop a model which allows non-deterministic circuit com-
ponents. The structural property of a circuit is captured by anAsynchronous Control Struc-
ture (ACS), and the behavior of the circuit is described by aState Transition Diagram
(STD). There are at least three differences between their model and ours:

• We can associate state variables to components and/or wires any way we want. But an
ACS is basically a “wire-state” model, since state variables are associated with wires
only. So component delays are incorporated into wire delays. Also, an STD may be
contradictory, meaning that two states in the STD which are identical in value could in
fact represent different physical states. We make such distinctions explicit.
• In their model, only the behavior of an ACS is given (as an STD). So the components of

the ACS are in a sense abstract; their behaviors can only be inferred from the STD. In our
model, component behaviors are completely specified in the form of finite state machines,
and the network behavior is implied.
• We use the notion of “pre-programmed non-determinism.” So non-determinism is con-

fined within a single module. This is achieved by expanding the excitation from a single
value to a set of values. In the model of Yakovlev et al., non-determinism is implied from
the STD specification.

1.3.2. Strong delay-insensitivity of networks.Recall the intuitive notion of delay-insensiti-
vity. A circuit is delay-insensitive if it continues to operate correctly even if the delays in its
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components and wires change arbitrarily. All the existing definitions of delay-insensitivity
are concerned with a component interacting with its environment. The component is said
to behave delay-insensitively if the variations of delays in its input and output wires do not
violate its specification, which is typically given in the form of a trace structure. These
definitions focus on the delay-insensitivity of communications between two parties (the
component and its environment). Also, component delays are incorporated into wire delays.

In this paper, we take a different approach. We are concerned with the insensitivity of a
networkof components to wire delays.

Consider the following scenario. A designer has come up with a preliminary design of an
asynchronous circuit. This design consists of a collection of logic components, which we
callmodules, and these components are interconnected by wires, which we callconnections.
Our model is quite flexible, for it permits the designer to use low-level modules, like logic
gates, or higher-level modules, like counters and arbiters. Each module is represented by its
binary inputs and outputs, by a single multi-valued state variable (to keep the model simple
and to abstract the internal design details of the module), and by its next-state and output
functions. The state variable permits us to associate a delay with each component. To keep
our model general, we assume that all such delays are arbitrary, finite, inertial delays.

As to wire delays, our model offers several choices. For simplicity, the designer might
want to assume that only the logic components have delays, i.e., to use a speed-independent
model for the first analysis. Or, if it is expected that some of the connections may be long
and may have appreciable delays, the designer might model such wire delays as delay
modules. Finally, if a more conservative model is desired,all wires may be assumed to
have delays, in which case each wire will have a delay module inserted in it. In summary,
the first model of the circuit to be designed is a networkN of modules, some of which are
logic components and others delay modules, as determined by the designer. We call these
modules theoriginal modules.

It should be noted that, since delays are modules, a network with some wire delays added
is still a network of modules, and the same analysis method applies to both the original
network, and the network with added delays.

Assume now that the behavior of networkN obtained as above has been analyzed and
that it satisfies the given specification. We are interested in finding out whether the presence
of stray delays, which were not taken into account inN, can cause incorrect behavior.
For this purpose, we studydelay extensionsof N. A delay extensionN̂ of N is a network
obtained fromN by inserting any number of (stray) delays in the connections ofN. Note
that several delays may be inserted in any connection. We now compare the behaviors ofN
and N̂. SinceN̂ has additional state variables corresponding to the stray delays, we must
assume that changes in the stray delays are unobservable. Having done that, we insist that
the behaviors ofN and N̂ (ignoring the stray delays) should be the same. If the behavior
of N agrees with the behavior of̂N for each delay extension̂N of N, then we declareN to
be strongly delay-insensitive.

It remains to define what we mean by the statement “the behaviors ofN andN̂ should be
the same.” Here, we use the notion ofobservational equivalence, also known asbisimulation.
This is one of the strongest forms of behavioral equivalence, since it requires thatN andN̂
should be capable of simulating each other’s behaviors step-by-step. A similar approach has
been used by Shintel and Yoeli [14], but with a different motivation and in a different context.
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One of our main results requires that the network under consideration should bedelay-
dense, meaning that, of each pair of adjacent components of the network, at least one is a
delay. For example, to obtain a delay-dense model it suffices to insert a delay in each wire;
a network with all wire delays taken into account is calleddelay-complete. We argue that
the delay-complete model is the appropriate one, if we are interested in studying delay-
insensitivity. Clearly, if one is interested in delay-insensitivity, one should not assume that
wires have zero delay.

1.3.3. Quasi semi-modularity and strong delay-insensitivity.To permit the handling of
non-deterministic modules, we generalize Muller’s notion of semi-modularity. We choose
the termquasi semi-modularityfor our new concept.

The main result of the paper is that for delay-dense networks, strong delay-insensitivity
is equivalent to quasi semi-modularity.

1.4. Organization of the paper

The paper is organized as follows. In Section 2, we present our model for modules, whereas
in Section 3, we discuss networks of modules and network behaviors. Sections 4 and 5
concentrate on the definitions of strong delay-insensitivity of networks and quasi semi-
modularity of network behaviors, respectively. In Section 6, we give the proof of our main
result. Section 7 concludes the paper.

2. Modules

We now introduce our model of asynchronous components, which we call “modules.” To
hide the details of the internal design of a module, we represent it only by an abstract internal
state, which is not necessarily binary. This also helps to keep the model simple. However,
the inputs and outputs of a module remain binary.

We do not introduce delays in the input and output wires of a module for at least two
reasons. First, wire delays are frequently ignored in modules designed on a small area of a
chip; this small area is referred to as an “equipotential region” by Seitz [13]. Second, we
want to have the ability to model isochronic forks and similar components, since they are
used in many practical designs.

As a convention, ifx = (x1, . . . , xn) is an orderedn-tuple, thenX = {x1, . . . , xn} is the
corresponding set. Also, ifX = {x1, . . . , xn} is a set of elements explicitly represented in
that order, thenx = (x1, . . . , xn) is the correspondingn-tuple.

Definition 1. A module Mis a sequential machineM = 〈S,X , y,Z, δ, λ〉, where

• S is a finite set ofinternal statesof M ;
• X = {x1, . . . , xm} is the set ofbinary input variables, wherem≥ 0;
• y is theinternal state variable;
• Z = {z1, . . . , zp} is the set ofbinary output variables, wherep ≥ 0;
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Figure 1. Graphical representation of a module.

• δ is theexcitation function, δ : {0, 1}m × S → 2S\{∅}, satisfying the restriction that, for
anya ∈ {0, 1}m andb ∈ S, eitherδ(a, b) = {b} or b 6∈ δ(a, b);
• λ = (λ1, . . . , λp) is theoutput function, λ :S → {0, 1}p.

Note thatm = 0 is allowed; in this case, the module is asource. Similarly, p = 0 is
allowed, and the module is asink. A moduleM can be represented by a directed graph
G = 〈V, E〉, whereV = X ∪ {y} ∪Z, andE = (X ×{y})∪ ({y}×Z), as shown in figure 1.

A total state tof moduleM is a pair(a, b), wherea is a binarym-tuple representing input
values, andb ∈ S represents the internal state. The setT = δ(t) is an non-empty subset of
S, called theexcitation state set, or simply, theexcitationof M in statet . If T = {b}, then
the statet and the moduleM are said to bestable, and the internal state cannot change. If
T 6= {b}, thent andM areunstableand, at any time, the internal state may change to any
stateb′ ∈ T non-deterministically selected by the module. If the cardinality ofT is always
1, the module is said to bedeterministic. In that case, we viewδ as a function from the set
of total states toS.

The output of the moduleM is determined solely by the present internal state. If the
internal state changes, and the implied output differs from the output before the change, the
new output value appearsinstantaneouslytogether with the internal state change.

Definition 1 permits us to treat any non-deterministic sequential machine of the Moore
type [10] as a module. In particular, delays (or wires with delays), forks, logic gates,
latches, counters, C-elements, and arbiters are included. Note that in this model forks are
isochronic, meaning that all the output branches change at exactly the same time. The
delay of the internal state of a fork becomes the common delay of its output branches.
Anisochronicforks can be modelled within a network by associating delays to the wires
connected to the fork outputs; see Section 3.

Example 1. A delay is a moduleMd = 〈{0, 1}, {xd
1 }, yd, {zd

1}, δd, λd〉 with δd andλd de-
fined as in Table 1. For future applications, we often use the superscriptd to identify a delay
module. Note that we could also define a module that behaves like a delay but has several
outputs; however, the termdelay module, or delay, will be reserved for one-output delays.

Example 2. An (isochronic) fork hasS = {0, 1}, m = 1, p = 2, andδ andλ as defined
in Table 2.

Example 3. A three-input majority element hasS={0, 1}, m= 3, p= 1, andδ andλ as
defined in Table 3.
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Table 1. Delay.

x

y 0 1 λd(y)

0 0 1 0
1 0 1 1

δd(x, y)

Table 2. Fork.

x

y 0 1 λ(y)

0 0 1 00
1 0 1 11

δ(x, y)

Table 3. Three-input majority element.

x

y 000 001 010 011 100 101 110 111 λ(y)

0 0 0 0 1 0 1 1 1 0
1 0 0 0 1 0 1 1 1 1

δ(x, y)

Table 4. A set-reset latch.

x

y 00 01 10 11 λ(y)

0 0 0 1 1 01
1 1 0 1 1 10

δ(x, y)

Example 4. A set-dominant set-reset latch hasS = {0, 1}, m= 2, p = 2, andδ andλ as
defined in Table 4.

Example 5. A Muller C-element hasS = {0, 1}, m= 2, p = 1, andδ andλ as defined in
Table 5.

Example 6. A modulo-4 counter hasS = {0, 1, 2, 3}, m = 1, p = 2, andδ andλ as
defined in Table 6.

Example 7. A simple arbiter hasS = {0, 1, 2}, m = 2, p = 2, andδ andλ as defined in
Table 7. This module is non-deterministic, functioning as an arbitration device. When both
inputs are 1 and the module is in state 0, the next state is chosen to be either 1 or 2, arbitrarily.
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Table 5. Muller C-element.

x

y 00 01 10 11 λ(y)

0 0 0 0 1 0
1 0 1 1 1 1

δ(x, y)

Table 6. Modulo-4 counter.

x

y 0 1 λ(y)

0 0 1 00
1 2 1 01
2 2 3 10
3 0 3 11

δ(x, y)

Table 7. An arbiter.

x

y 00 01 10 11 λ(y)

0 {0} {2} {1} {1, 2} 00
1 {0} {0} {1} {1} 10
2 {0} {2} {0} {2} 01

δ(x, y)

3. Networks

We now introduce our circuit model, which we call a “network.” Networks are composed of
interconnected modules. We restrict our analysis to closed, or autonomous, networks. Typ-
ically, an open network can be transformed into a closed one by modeling the environment
as a set of modules. For example, to analyze the behavior of a two-way arbitration device
interacting with its environment, we can model the two agents sending and receiving re-
quests as two modules. If an agent may send a new request only when its previous request
has been granted, then we can model this simply as a delay module. If requests may be
sent arbitrarily, then we can use a binary module whose excitation is always the inverse of
its present internal state; note that in this case, the module is a source. Also, we can use a
non-deterministic module with two outputs to model random requests from the environment.

We use the following conventions. Modules are indexed by superscripts; all the com-
ponents, such as the state variables, associated with moduleMi are given the superscript
i . Also, specific components of a tuple are indexed using subscripts, unless otherwise
specified.
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Figure 2. An example of a network.

Definition 2. A network Nis a pair〈M,K〉, where

• M = {M1, . . . ,Mn}, n ≥ 1, is a set of modules;
• K is a set ofconnections, each of which is an ordered pair(zi , xj ), wherezi is the output

variable of some module, andxj is the input variable of some module. Moreover, for each
input variablexj (respectively, for each output variablezi ), there is exactly one output
variablezi (respectively, one input variablexj ) such that(zi , xj ) ∈ K.

We assume that all networks in consideration are connected as graphs. Note that we do not
allow wired-and or wired-or connections; these are replaced by corresponding multi-input
modules. Normally, an outputz from a moduleM can be distributed tok other modules
through a fork, for somek > 1. Our model also permits this in one of two ways: We
can either use a fork module, or we can replaceM by a module in which the outputz
is replaced byk copies ofz. Figure 2 shows a network composed of a C-element and
a two-output inverter, where the two outputs of the inverter are simply replicas of each
other.

The set of state variables of the networkN is Y = {y1, . . . , yn}. A state ofN is a
combination of the internal states of all the modules inN. So the set of states ofN is
S = S1× · · · × Sn. If s ∈ S, thei th component ofs is denoted bysi .

Definition 3. Let yi ∈ Y. Thenetwork excitation function1i : S → 2S
i \{∅} of yi , is

the module excitation functionδi of Mi with arguments changed as follows. If(zh
k, xi

l ) is a
connection, then thel th input argument ofδi isλh

k(y
h). Foryi ∈ Y ands ∈ S, theexcitation

of yi in states, denoted bySi , is Si = 1i (s).

If (zh
k, xi

l ) is a connection, the output functionλh performs an instantaneous encoding
of the state of moduleMh and provides thekth bit of the encoded value as thel th input to
moduleMi . Sinceλh depends solely onyh, the excitation function1i becomes a function
of yh. This functional dependency is captured by the “feed” relation: A moduleMi is said
to feeda moduleM j , denoted by(Mi ,M j ) ∈ F , if some output ofMi and some input of
M j form a network connection. Note that the case wherei = j (a self-loop) is allowed. The
relationF can also be viewed as being defined over the set of state variables. That is,
(yi , y j ) ∈ F if and only if (Mi ,M j ) ∈ F .
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A network states is stable if all the modules are stable ins, that is, ifSi = {si } for all i ;
otherwise,s is unstable. We denote the set of unstable state variables in states by

U(s) = {yi ∈ Y | Si 6= {si }
}
.

We now define the behavior of a network. The basic notions are those of Muller [11],
though we prefer to use the terminology in [2]. For simplicity and other reasons, we assume
that only one state variable changes at a time. This is essentially thegeneral single-winner
(GSW) model [2]. We support our decision as follows. Since we are mainly interested
in delay-insensitive circuits, for which wire delays have to be considered, it would seem
inappropriate to choose a model in which simultaneous input or output changes play a sig-
nificant role. Also, for semi-modularity, the other network property we are concerned with,
we have the observation that for a semi-modular behavior, the GSW model produces the
same terminal class as thegeneral multiple-winnermodel, in which simultaneous variable
changes are allowed. This is because semi-modularity requires that no unstable state vari-
able can become stable without changing its value. Thus, variables changing simultaneously
can always be made to change sequentially. In fact, some very recent work [15, 16] on our
network model supports our choice. It turns out that in the context of delay-insensitivity
and semi-modularity, the single change assumption does not affect the results of analysis
of asynchronous circuits.

The GSW relationover the set of states of a networkN is a binary relationR, such
that (s, t) ∈ R, or sRt , if and only if s differs from t in exactly one componenti , si 6= ti ,
yi ∈ U(s), andti ∈ Si .

Definition 4. A (GSW) behaviorof a networkN is an initialized directed graphB =
〈q,Q,R〉, where

• q ∈ S is the initial state;
• Q, specifying the vertices ofB, is the set of states reachable fromq via the GSW relation

R,

Q = {s ∈ S | qR∗s};

• R, specifying the edges ofB, is the GSW relationR restricted toQ.

If (s, t) ∈ R, we attach to edge(s, t) a tag τ(s, t) ∈ Y, which denotes the state variable
in whichs andt differ.

With the notation for behaviors established, we have the following proposition, which
merely states that if the excitation of a state variabley j changes due to a change of variable
yi , thenyi must feedy j .

Proposition 1. Let (s, t) ∈ R andτ(s, t)= yi . If Sj 6= Tj for some j6= i , then(yi , y j ) ∈
F .
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Proof: Since j 6= i , we havesj = t j . Thus, ifSj 6= Tj , the value of some input argument
of 1 j must have changed during the state transition. As the only state variable changed is
yi , we must have(yi , y j ) ∈ F . 2

A behaviorB = 〈q,Q,R〉 of a networkN can be viewed as a non-deterministic finite
automatonB = 〈Y,Q,q, ρ,Q〉, where

• Y is the input alphabet;
• Q is the state set;
• q is the initial state;
• ρ is the state transition function,ρ : Q× Y → 2Q, such that

ρ(s, yi ) = {t ∈ Q | sRt andτ(s, t) = yi }

for s ∈ Q andyi ∈ Y;
• Q is the set of accepting states.

Note thatρ(s, yi ) = ∅ implies that there is no transition labelledyi leaving states.
We extend the state transition functionρ to ρ∗ :Q × Y∗ → 2Q, which can be defined

inductively as follows. Fors ∈ Q, yi ∈ Y, andw ∈ Y∗,

• ρ∗(s, ε) = {s};
• ρ∗(s, wyi ) = {t ∈ Q | t ∈ ρ(s′, yi ) for somes′ ∈ ρ∗(s, w)}.

We often represent the state setρ∗(s, w) by the short-hand formsw. The languageL(B)
accepted byB is defined in the usual way,

L(B) = {w ∈ Y∗ |qw 6= ∅}.

It is worth noting thatL(B) is always prefix-closed.

Example 8. Refer to the network shown in figure 2. The set of state variables isY =
{y1, y2}. The behavior of this network with initial state(y1, y2) = (0, 0) is shown in
figure 3. From now on, when showing particular state tuples, we omit parentheses and
commas, for brevity; also, unstable state components are in boldface.

Example 9. Figure 4 shows a networkN ′ composed of a two-output C-element and two
inverters. The two outputs of the C-element are simply replicas of each other. The behavior
of N ′ with initial state 000 is shown in figure 5.

Figure 3. Behavior of the network shown in figure 2.
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Figure 4. NetworkN ′.

Figure 5. Behavior of networkN ′.

4. Strong delay-insensitivity of networks

We now describe how we model stray delays in a network. We then give a formal definition
of strong delay-insensitivity of networks.

4.1. Delay extensions

To determine whether a network is delay-insensitive, we wish to examine how the distribu-
tion of delays in the wires affects the behavior of the network. We motivate our approach
to this problem by Charles Molnar’s “foam-rubber wrapper” principle [9]. This intuitive
idea corresponds to surrounding each module in a network by delays. However, instead of
“wrapping” all the modules by delays at once, we choose to proceed inductively using the
notion ofdelay extension. This facilitates the mathematical treatment of the problem.

Definition 5. Let N=〈M,K〉 be a network. Adelay successorof N is a networkN̂ =
〈M̂, K̂〉 obtained fromN by inserting a delayMn+1 in a connectione= (zi

k, x j
l ) of N. That

is, zi
k is connected to the input ofMn+1, the output ofMn+1 is connected tox j

l , and the
connectione is removed. The setD(N) of delay extensions of a network Nis defined
inductively, as follows,

• N ∈ D(N);
• if N̂ ∈ D(N), then each delay successor ofN̂ is also inD(N).

By definition, there cannot be a cycle of inserted delays in a delay extension. This fact
is used in the proofs of Propositions 3 and 4 below. As a convention, we denote a delay
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extension of a networkN by N̂. Furthermore, all the components ofN̂, any object associated
with N̂, e.g., a behavior, and the components of that object are all marked by the hatˆ .

In order to compare the behavior of a networkN with the behavior of a delay extension
of N, it is essential that we relate corresponding states and state transition sequences in the
two behaviors.

Definition 6. Let N̂ ∈D(N). Theprojection of a statês of N̂ with respect toN is the|Y|-
tuples= ŝ ↓ Y obtained from̂sby removing all components corresponding to variables not
in Y. Similarly, theprojection of a wordŵ ∈ Ŷ∗ with respect toN is the wordw = ŵ ↓ Y
obtained fromŵ by erasing all the symbols not inY.

Note that in general, any module can be “projected out”; however, for the purpose of our
analysis, only delays are projected out. In contrast to projections of states, we also have the
notion of extensions of states.

Definition 7. Let N̂ ∈ D(N), and lets be a state ofN. An extensionof s with respect
to N̂ is a statês of N̂ for which ŝ ↓ Y = s. If ŝ is an extension ofs andU(ŝ) ⊆ Y (in
other words, if all the inserted delays are stable inŝ), then we say that̂s is thestable-delay
extensionof s.

Note that the stable-delay extension of a state is unique. We now prove two useful
propositions concerning state extensions. In the following,N̂ ∈ D(N), ands and ŝ are
states ofN and N̂, respectively. We call a module of̂N which is also present inN an
original module.

Proposition 2. If ŝ is the stable-delay extension of s, then the excitations of all the original
modules are the same in s andŝ, that is, Si = Ŝi for all i such that Mi ∈M.

Proof: By Definition 3, it suffices to prove that in states, the value of each argument of
1i agrees with that of the corresponding argument of1̂i in stateŝ. The arguments of1i are
the input values toMi and the internal statesi . Sincesi = ŝi , we only need to worry about
the input arguments. Let thekth input argument of̂1i beλh

l (ŝh). If Mh is original, then we
are done. Otherwise,Mh is an inserted delay. Then there exists a “chain” of inserted delays
of which Mh is the tail, and some original moduleMg feeds the head of the chain. Asŝ is
the stable-delay extension ofs, all the delays in the chain are stable inŝ. Thus,λg

j (ŝg) = ŝh,
where we assume that thej th output ofMg feeds the head of the delay chain. Furthermore,
λh

l (ŝh) = ŝh = λg
j (ŝg). On the other hand, it is clear that(Mg,Mi ) ∈ F and the value of

thekth input argument of1i is λg
j (sg) = λg

j (ŝg), which is the same as that of1̂i . 2

Corollary 1. If ŝ is the stable-delay extension of s, thenU(ŝ) = U(s).

Proposition 3. Let ŝ be an extension of s; then the stable-delay extension ofŝ can be
reached from̂s by a sequence of changes on the inserted delays only. Formally, there exists
ŵ ∈ (Ŷ − Y)∗ such that̂s′ ∈ ŝŵ, whereŝ′ is the stable-delay extension of s.
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Proof: Let us assign “levels” to the inserted delays inN̂ inductively as follows: a) A
delay is of level 1 if it is fed by an original module; b) a delay is of levelk + 1 if it is
fed by a delay of levelk. Note that there are no cycles of inserted delays inN̂. Also,
every delay has a unique input and output. Therefore, each inserted delay is assigned a
unique level. Starting in statês, we change inserted delays which are unstable in such a
way that at each step, we always choose one which has the least level. We stop when all the
inserted delays are stabilized. One easily verifies that the process will terminate when the
stable-delay extension̂s′ of s is reached. 2

4.2. Definition of strong delay-insensitivity of networks

Given a networkN, we compute its behavior with respect to its initial state, and take
this behavior to be correct. The delay extensions ofN give a description of all possible
distribution of stray wire delays within the network. ForN to behave correctly regardless
of the delay distributions, that is, forN to be delay-insensitive, the behavior of any delay
extension ofN should also be correct. Thus, any delay extension ofN should behave like
N as long as their initial states are “compatible.”

One of the strongest forms of behavioral equivalence isobservation equivalence[8],
which we choose as the criterion for comparing the behavior of a network with the behavior
of its delay extension, and for defining strong delay-insensitivity of networks. In this context,
transitions occurring on the inserted delays are treated as non-observable “internal” actions;
in fact, they can be viewed simply as a passing of time. Note that observation equivalence
is also often referred to asweak bisimulation. Strong bisimulation corresponds to graph
isomorphism.

As noted above, in order to compare the behavior of a network with the behavior of a
delay extension of the network, we have to choose an appropriate “compatible” initial state
for the latter behavior. The following definition makes this precise.

Definition 8. Let N̂ be a delay extension ofN, and letB = 〈q,Q,R〉 be a behavior of
N. A behaviorB̂ = 〈q̂, Q̂, R̂〉 of N̂ is said to beinitial-state compatible with Bif q̂ is the
stable-delay extension ofq.

In general, two behaviors are observationally equivalent if they can simulate each other in
a step-by-step fashion when transitions on the non-observable variables are ignored. More
specifically, if two states from the two behaviors are similar, meaning that they agree
in value on the observable variables, then an observable transition enabled in one state
can also be observed from the state in the other behavior, and vice versa. Moreover, it is
undesirable to have a behavior going into an infinite loop without producing any observable
transitions. We call such a loop alivelock. We now define these concepts in the context of
network behaviors.

Definition 9. Let N̂ be a delay extension ofN. Let B = 〈q,Q,R〉 be a behavior ofN,
and letB̂ = 〈q̂, Q̂, R̂〉 be the behavior of̂N which is initial-state compatible withB. Two
statess ∈ Q andŝ∈ Q̂ are said to besimilar if ŝ is an extension ofs.
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• BehaviorB̂ is said to besafe with respect to Bif, whenever̂s ∈ Q̂ ands ∈ Q are similar,
then for all t̂ ∈ Q̂ andŵ ∈ Ŷ∗, if t̂ ∈ ŝŵ andŵ ↓ Y = yi for someyi ∈ Y, then there
existst ∈ Q such thatt ∈ syi andt andt̂ are similar. That is,

ŝ
∗−→ û

yi

−→ v̂
∗−→ t̂ H⇒ s

yi

−→ t,

where
∗−→ denotes a sequence of zero or moreunobservabletransitions.

• BehaviorB̂ is said to becomplete with respect to Bif, whenever̂s ∈ Q̂ is an extension of
s ∈ Q, then for allt ∈ syi , there existŵ ∈ Ŷ∗ andt̂ ∈ Q̂ such that̂t ∈ ŝŵ, ŵ ↓ Y = yi ,
andt andt̂ are similar. That is,

s
yi

−→ t H⇒ ŝ
∗−→ û

yi

−→ v̂
∗−→ t̂ .

• Behavior B̂ is said to belivelock-free with respect to Bif all sequences of transitions
involving only the inserted delays are finite. Formally, for allŝ ∈ Q̂ andŵ ∈ (Ŷ − Y)+,
ŝ /∈ ŝŵ.

With unobservable transitions occurring on delay modules only, it can be shown that
completeness and livelock-freedom are satisfied by all delay extensions.

Proposition 4. Behavior B̂ of Definition9 is always complete and livelock-free with
respect to B.

Proof: Refer to Appendix A. 2

This results in our definition of strong delay-insensitivity of networks.

Definition 10. A network N is strongly delay-insensitive with respect to a state qif, for
any delay extension̂N of N, B̂ is safe with respect toB, whereB and B̂ are as defined in
Definition 9.

Example 10. Consider part of a networkN, where two delays are connected to the arbiter
of Example 7, as shown in figure 6(a). Figure 6(c) shows the corresponding part of a delay
successor̂N of N, where the inserted delay is shaded. Let the current values and excitations
of the modules be as shown, where excitations are shown in brackets.

Each figure represents a network state. Statet of N, as shown in figure 6(b), results
from states (figure 6(a)) by a delay change; statet̂ of N̂ (figure 6(d)) results from statês
(figure 6(c)) by the same delay change; also,ŝ is the stable-delay extension ofs. We assume
that the states of network modules not shown are the same in all four states.

Clearly,t̂ is an extension oft . In statet̂ , the arbiter may change to state 1 or 2, whereas in
statet , the arbiter can only change to 2. This demonstrates a violation of safety. Therefore,
N is not strongly delay-insensitive with respect to states.
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Figure 6. Example of safety violation.

5. Quasi semi-modularity and delay-dense networks

In this section, we first generalize Muller’s definition of semi-modularity to quasi semi-
modularity to allow non-deterministic modules. We compare quasi semi-modularity with
semi-modularity. We then define a special class of networks, the delay-dense networks,
which characterize asynchronous circuits for the purpose of delay-insensitivity analy-
sis. We prove that for delay-dense networks, quasi semi-modularity is preserved under delay
extensions.

5.1. Quasi semi-modularity and semi-modularity

Semi-modularity was initially defined in [11] for deterministic circuit behaviors. We gen-
eralize this original definition to suit our network model, which allows non-deterministic
modules.

Definition 11. Let B = 〈q,Q,R〉 be a behavior of a networkN. A states ∈ Q is said to
bequasi semi-modularif, for all t ∈ Q, if (s, t) ∈ R with τ(s, t) = yi , thenSj ⊆ Tj for
all j 6= i such thaty j ∈ U(s). If s is quasi semi-modular for alls ∈ Q, then the behavior
B is said to be quasi semi-modular.

Intuitively, quasi semi-modularity requires that once a state variableyi becomes unstable
andb is in its excitation,b should remain in the excitation untilyi changes. Our general-
ization is quite natural. If all the modules are deterministic, then quasi semi-modularity
coincides with semi-modularity. That is, semi-modularity implies quasi semi-modularity.

Example 11. For a violation of quasi semi-modularity, refer to figure 6(a) and (b). The
delay change involved alters the excitation of the arbiter and violates quasi semi-modularity.
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Figure 7. NetworkN.

Figure 8. A quasi semi-modular behavior ofN.

Example 12. Figure 7 shows a networkN consisting of an arbiter, āC-element, and two
delays. AC̄-element functions like a Muller C-element with inverted outputs; the two
outputs are replicas of each other, and equal to the complement of the internal state.

Figure 8 shows a quasi semi-modular behavior ofN starting from statey1y2y3y4 =
0100. Since the inputs to the arbiter are 00, and the arbiter is in state 0, it is stable and
produces output 00. Since thēC-element is in state 1 and has inputs 00, it is unstable;
it produces output 00, making the two delays stable. Hence, in the initial state, only the
C̄-element is unstable and the next state is 0000. The rest of the behavior can be computed
similarly.

This example illustrates that the set inclusion in Definition 11 can beproper. For example,
in state0010, the arbiter can change to state 1 only; in a subsequent state0011, resulting
from a change on a delay, the arbiter can change to either 1 or 2.

Example 12 also shows that quasi semi-modularity is less restrictive than semi-modularity.
According to Muller, semi-modular circuits form a proper subclass of speed-independent
circuits. By his definition, the behavior shown in figure 8 is not speed-independent with
respect to the state 0100, since there are two terminal classes; however, we see that it is quasi
semi-modular. The existence of two terminal classes is attributable to the non-deterministic
behavior of the arbiter, rather than to the race between the two delaysy3 and y4. In that
sense, the circuit should be considered speed-independent.

Note that there are non-deterministic speed-independent circuits exhibiting quasi semi-
modular behaviors. An example can be found in figure 1 of the paper by Yakovlev et al. [19].

Finally, we comment on quasi semi-modularity and lattice theory. Muller [11] shows
that the partially ordered set of so-calledcumulative statesof a semi-modular behavior is a
semi-modular lattice with a zero. A cumulative state is ann-tuple of integers recording the
number of changes on then binarystate variables. We were unable to establish a similar
correspondence between quasi semi-modularity and some appropriate lattice property.
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5.2. Delay-dense networks

An asynchronous circuit consists of a set of components interconnected by wires, where
each component can be modelled by a module. To model wire delays, we treat wires as
delay modules. Intuitively, an asynchronous circuit is delay-insensitive if the correctness
of its operation is independent of the delays in its components and in the wires connecting
the components. We assume that the delays are finite, but otherwise arbitrary. As both
component and wire delays are to be taken into account, any asynchronous circuit can be
modelled by adelay-densenetwork, defined as follows:

Definition 12. A networkN, as in Definition 2, isdelay-denseif, wheneverMi feedsM j

in N, then eitherMi or M j is a delay module.

For example, the networks of Examples 8 and 9 are not delay-dense. They become
delay-dense if we insert a delay in each of the network connections.

In defining networks, we do not rule out self-loops around modules. However, if a network
is delay-dense, the only case where self-loops can exist is when the network consists of a
single delay module.

5.3. Quasi semi-modularity and delay-density

We prove that quasi semi-modularity of behaviors of delay-dense networks is preserved
under delay extensions. This result is essential in the proof of the main theorem of the
paper, which is presented in the next section.

Theorem 1. Let N be a delay-dense network, and let N̂ ∈ D(N). Let B = 〈q,Q,R〉
be a behavior of N, and let B̂ = 〈q̂, Q̂, R̂〉 be the behavior ofN̂ which is initial-state
compatible with B. If B is quasi semi-modular, then so isB̂.

Proof: We first prove a lemma concerning delay successors. 2

Lemma 1. Let N be a network, and let B= 〈q,Q,R〉 be a quasi semi-modular behavior
of N. LetN̂ be a delay successor of N,where the extra delay Md is inserted in a connection
between two distinct modules. Without loss of generality, assume that the connection is from
M1 to M2. If M2 is a delay, thenB̂ = 〈q̂, Q̂, R̂〉, the behavior ofN̂ which is initial-state
compatible with B, is also quasi semi-modular.

Proof: Note that in this lemma, we do not require the networkN to be delay-dense. For
a proof of the lemma, see Appendix B. 2

We now prove the theorem by induction on the number of inserted delays. The base case,
whereN̂ = N, is trivial. Now assume thatB = 〈q,Q,R〉 is quasi semi-modular. We insert
a delayMd into a connectione of N. If e connects a module to itself, thenN consists of
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Figure 9. Theorem 1 fails to hold for networks which are not delay-dense.

a single delay module; the result holds trivially in that case. Thus we assume thatMd is
inserted between two distinct modulesMi andM j . Denote the resulting delay successor
by N̂. Thus,(Mi ,Md), (Md,M j ) ∈ F̂ . Let B̂ = 〈q̂, Q̂, R̂〉 be the behavior of̂N which is
initial-state compatible withB. We shall prove that̂B is quasi semi-modular.

If M j is a delay, then the result follows from Lemma 1; otherwise, sinceN is delay-dense,
Mi must be a delay. Let(Mh,Mi ) ∈ F . Clearly,Mh is unique. Imagine that in the network
N, we change the index ofMi to d, and call the new network̃N. Obviously,B is a quasi
semi-modular behavior of̃N as well. NowN̂ can be viewed as being obtained from̃N by
insertingMi in the connection betweenMh and Md, in which case the new delay feeds
the delayMd. So the result we wish to prove again follows from Lemma 1. The proof of
Theorem 1 is completed by induction on the number of inserted delays.

It is worth noting that Theorem 1 does not necessarily hold for networks which are not
delay-dense. For example, consider the network consisting of a two-output invertery1 and
an AND-gatey2, as shown in figure 9(a) (for now, assume that the box labelledy3 is a
delay-free connection). Let the initial state be00. The corresponding behavior is quasi
semi-modular, as shown in figure 9(b). With a delayy3 inserted, as shown in figure 9(a),
the corresponding behavior (figure 9(c)) is no longer quasi semi-modular; more specifically,
the states100 and001 are not quasi semi-modular.

6. Strong delay-insensitivity and quasi semi-modularity

In this section, the proof of the main theorem of the paper is presented. We first prove that
strong delay-insensitivity implies quasi semi-modularity; here, delay-density of networks is
not required. We then prove that, for delay-dense networks, quasi semi-modularity implies
strong delay-insensitivity. As any asynchronous circuit can be modelled by a delay-dense
network, we conclude that an asynchronous circuit is strongly delay-insensitive if and only
if its behavior is quasi semi-modular.

Theorem 2. If a network is strongly delay-insensitive with respect to a state, then its
behavior originating from that state is quasi semi-modular.

Proof: Let N be a network, which is strongly delay-insensitive with respect to a stateq.
Let B = 〈q,Q,R〉 be the corresponding behavior. LetN̂ ∈ D(N) be obtained fromN
by inserting one delay ineachconnection ofN. Let B̂ = 〈q̂, Q̂, R̂〉 be the behavior of̂N
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which is initial-state compatible withB. By Definition 10,B̂ is safe with respect toB. Let
us first prove a lemma for later use. 2

Lemma 2. Let s∈ Q. There existŝs ∈ Q̂ such that̂s is the stable-delay extension of s.

Proof: We prove the result by induction. The base case, wheres= q, is trivial. Lets ∈ Q
andt ∈ syi , for someyi ∈ Y. Assume that there existsŝ ∈ Q̂ such that̂s is the stable-delay
extension ofs. By Proposition 2,Ŝi = Si . Thus, there existŝt ∈ Q̂ such that̂t ∈ ŝ yi and
t̂ ↓ Y = t . By Proposition 3, there existsw ∈ (Ŷ −Y)∗ such that̂t ′ ∈ t̂w, wheret̂ ′ ∈ Q̂ is
the stable-delay extension oft . Thus, the lemma is proven. 2

Now suppose thatB is not quasi semi-modular. Then there exists(r, s) ∈ Rwith τ(r, s) =
yi such thatRj 6⊆ Sj for some j 6= i with y j ∈ U(r ). Let b ∈ Rj such thatb /∈ Sj .

By Lemma 2, there existŝr ∈ Q̂ such that̂r is the stable-delay extension ofr . By Propo-
sition 2, Ri = R̂i and Rj = R̂j . Thus, there existŝs∈ Q̂ such that̂s∈ r̂ yi and ŝ ↓ Y = s.
By our construction of the network̂N, (yi , y j ) /∈ F̂ . By Proposition 1, we havêRj = Ŝj .
Note thaty j ∈ U(r )=U(r̂ ). It follows thaty j ∈U(ŝ). Also,b ∈ Rj = R̂j = Ŝj . Thus, there
existst̂ ∈ Q̂ such that̂t ∈ ŝ yj and t̂ j = b. Recall that̂s is an extension ofs and B̂ is safe
with respect toB. Therefore, there existst ∈Q such thatt ∈ syj andt = t̂ ↓ Y. Thus,t j = b,
which implies thatb ∈ Sj —a contradiction. Hence,B must be quasi semi-modular.

Theorem 3. If a behavior of a delay-dense network is quasi semi-modular, then the
network is strongly delay-insensitive with respect to the initial state of that behavior.

Proof: Let N be a delay-dense network. LetB = 〈q,Q,R〉 be a quasi semi-modular
behavior ofN. Let N̂ ∈ D(N), and let B̂ be the behavior ofN̂ which is initial-state
compatible withB. We shall prove that̂B is safe with respect toB.

Let ŝ ∈ Q̂ be an extension ofs ∈ Q. Let t̂ ∈ Q̂ andŵ ∈ Ŷ∗ be such that̂t ∈ ŝŵ and
ŵ ↓ Y = yi for someyi ∈ Y. Let t̂i = b. Clearly, all we need to show is thatb ∈ Si . Let
us writeŵ asŵ = û yi û′, whereû, û′ ∈ (Ŷ − Y)∗. Denote the state reached afterû by ŝ′,
ŝ′ ∈ ŝû. Clearly, yi ∈ U(ŝ′) andb ∈ Ŝ′i . Also, ŝ′ is an extension ofs. By Proposition 3,
there existŝv ∈ (Ŷ − Y)∗ such that̂s′′ ∈ ŝ′v̂, whereŝ′′ is the stable-delay extension ofs.

By Theorem 1,B̂ is quasi semi-modular. Sinceyi , an original module, does not change
in v̂, we must havêS′i ⊆ Ŝ′′i , which implies thatb ∈ Ŝ′′i . On the other hand, by Proposition 2,
we haveSi = Ŝ′′i . Hence,b ∈ Si . By definition, B̂ is safe with respect toB. SinceN̂ was
chosen arbitrarily, by Definition 10,N is strongly delay-insensitive with respect toq. 2

Note that Theorem 3 does not necessarily hold for networks which are not delay-dense. For
example, consider networkN, shown in figure 10 (ignorey2 for now), consisting of a single
moduleMl, whose excitation and output function are given in Table 8.

Let the initial state be0. The corresponding behaviorB is quasi semi-modular, as shown
in figure 11(a). Now let us insert a delayy2, as shown in figure 10. The corresponding
behaviorB̂ of the resulting delay extension̂N is given in figure 11(b). Note that in state
11 of B̂, Ml may change to 2; but in state1 of B, Ml can only change to 0. Therefore,
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Table 8. ModuleMl.
x

y 0 1 λ(y)

0 {2} {1, 2} 0
1 {0} {2} 0
2 {2} {1} 1

δ(x, y)

Figure 10. NetworkN.

Figure 11. Theorem 3 fails to hold for networks which are not delay-dense.

B̂ is not safe with respect toB, and consequently,N is not strongly delay-insensitive with
respect to state0.

Theorem 2 holds for all networks. Combining Theorem 2 and 3, we have the main theorem
of the paper:

Theorem 4. A delay-dense network is strongly delay-insensitive with respect to a state if
and only if its behavior originating from that state is quasi semi-modular.

7. Conclusion

In this section, we first show the relationships among various classes of autonomous asyn-
chronous networks. We then discuss how the main result of the paper may be applied to
test whether a given network is strongly delay-insensitive. Finally, we mention briefly how
strong delay-insensitivity is related to the well-accepted notion of delay-insensitivity due
to Udding.
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Figure 12. A first classification of asynchronous networks.

Figure 13. Network examples used in the first classification.

Figure 14. A classification of deterministic asynchronous networks.

7.1. A classification of asynchronous networks

Figure 12 shows the relationship among strong delay-insensitivity, quasi semi-modularity,
and delay-density. The universal set is the set ofinitialized autonomous networks, i.e.,
autonomous networks with designated initial states. For regions corresponding to the empty
set, we show the relevant theorem. For other regions, we give the figure which shows a
network in that class.

Figure 14 shows a classification ofdeterministicinitialized networks. Speed-indepen-
dence is as defined by Muller [11]. For general networks, we have discussed the relationship
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Figure 15. Network examples used in the second classification.

among quasi semi-modularity, semi-modularity, and Muller’s speed-independence in
Section 5.1.

7.2. Testing strong delay-insensitivity of networks

Suppose that we are given a networkN and an initial stateq, and we are to determine
whetherN is strongly delay-insensitive with respect toq. We cannot apply Definition 10
directly, since it would involve an infinite test. IfN happens to be delay-dense, then by
Theorem 4, we only need to check whether the behavior ofN originating fromq is quasi
semi-modular; this problem is decidable. The test for quasi semi-modularity is linear in the
size of the behavior graph, but potentially exponential in the number of state variables. Here,
we assume that the size of the domain of each state variable is constant.

We do not have a complete test for all networks. However, we do have one positive test
and one negative test, both involving a test for quasi semi-modularity only. The negative
test uses Theorem 2: If the behavior ofN originating fromq is not quasi semi-modular,
then N is not strongly delay-insensitive with respect toq. The positive test is concerned
with delay-completion: The delay-completion of a networkN is a delay extension ofN
obtained by inserting one delay module in each connection ofN.

Theorem 5. Let N′ be the delay-completion of a network N. Let B= 〈q,Q,R〉 be
a behavior of N, and let B′ = 〈q′,Q′,R′〉 be the behavior of N′ which is initial-state
compatible with B. If B′ is quasi semi-modular, then N is delay-insensitive with respect to q.

Proof: See the proof of Theorem 5.5 in [20]. 2

Thus, givenN andq, we first construct the delay-completion ofN. We then check whether
the behavior of the delay-completion is quasi semi-modular. If the answer is yes, then by
Theorem 5, we conclude thatN is strongly delay-insensitive with respect toq. Unfortunately,
there are networks for which neither the positive test nor the negative test gives a definitive
answer. An example of such a network was given in figure 9(a).
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7.3. Strong delay-insensitivity and Udding’s delay-insensitivity

Recall that the behavior of a network can be captured by a language (Section 3). If the
network is delay-dense, then for each component, we can obtain a description of its behavior
by projecting that language onto only the delay modules connected to the component. This
sublanguage is a trace set of the component. H. Zhang [20, 21] has shown that if the network
is strongly delay-insensitive, then the trace set of each component satisfies the JTU-rules;
but the converse is not true. We see this as a justification for the use of the term strong
delay-insensitivity.

Appendix A

Proof of Proposition 4

Proof: We prove livelock-freedom first. Suppose that there existŝ ∈ Q̂andŵ ∈ (Ŷ−Y)+
such that̂s ∈ ŝŵ. Let yi be an inserted delay which appears inŵ. Clearly,yi must appear
at least twice inŵ. Thus, the (unique) state variableyh that feedsyi must have changed and
appears in̂w. It follows thatyh is an inserted delay. Applying the same argument repeatedly
(this time starting withyh) leads to a contradiction, since there are no cycles of inserted
delays inN̂.

To prove completeness of̂B, let ŝ ∈ Q̂ be an extension ofs ∈ Q, and lett ∈ syi . By
Proposition 3, there existŝw ∈ (Ŷ − Y)∗ such that̂s′ ∈ ŝŵ, whereŝ′ is the stable-delay
extension ofs. By Proposition 2,Si = Ŝ′i . Therefore, there existŝt ∈ ŝ′yi such that̂t is an
extension oft with respect toN. Thus, we havêt ∈ ŝ′yi ⊆ ŝŵyi , ŵyi ↓ Y = yi , andt̂ is
an extension oft with respect toN. By Definition 9, B̂ is complete with respect toB. 2

Appendix B

Proof of Lemma 1

Proof: By the construction of network̂N, we have(y1, y2) ∈ F and(y1, yd), (yd, y2) ∈
F̂ . The result follows from a series of four lemmata. In the following, we assume that
B = 〈q,Q,R〉 is quasi semi-modular. Also, letŝ ∈ Q̂ be any state of̂N. The statês is said
to benormal if ŝ ↓ Y ∈ Q; in that case, we lets= ŝ ↓ Y. 2

Lemma 3. Let ŝ be normal. If i 6= d and i 6= 2, thenŜi = Si andU(ŝ)\{yd, y2} ⊆ U(s).

Proof: Clearly, Mi is an original module. One easily verifies that the input connections
to Mi are identical in the two networksN andN̂. Thus, the value of each argument of1i

in s is equal to the value of the corresponding argument of1̂i in ŝ. Hence,Ŝi = Si . The
second result follows immediately. 2

Lemma 4. If ŝ is normal, but not quasi semi-modular, then yd ∈ U(ŝ).
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Proof: Let s = ŝ ↓ Y ∈ Q. Suppose that̂s is not quasi semi-modular. Then there exists
t̂ ∈ Q̂ such that

1. (ŝ, t̂ ) ∈ R̂ with τ(ŝ, t̂ ) = yi ;
2. there existsj 6= i such thaty j ∈ U(ŝ) andŜj 6⊆ T̂j .

By Proposition 1,(yi , y j ) ∈ F̂ . Also, yi ∈ U(ŝ), by definition. Assume thatyd /∈
U(ŝ). Then, i 6= d and j 6= d. SinceM2 (a delay) has exactly one input,i 6= d, and
(yi , y j ), (yd, y2) ∈ F̂ , we must havej 6= 2.

Sinceyd /∈ U(ŝ), ŝ is the stable-delay extension ofs. Also, Mi and M j are original.
By Proposition 2,Ŝj = Sj and Ŝi = Si . It follows that there existst ∈ Q such thatsRt ,
τ(s, t) = yi , andt = t̂ ↓ Y. Thus,t̂ is normal. Recall thatj 6= d and j 6= 2. By Lemma 3,
T̂j = Tj . On the other hand,y j ∈ U(ŝ) = U(s). Also, B is quasi semi-modular and
j 6= i . Therefore,Sj ⊆ Tj . It follows that Ŝj = Sj ⊆ Tj = T̂j —a contradiction. Hence, if
ŝ is not quasi semi-modular, thenyd ∈ U(ŝ). 2

Lemma 5. If ŝ is normal, but not quasi semi-modular, then either y2 ∈ U(ŝ) or there
existst̂ ∈ Q̂ such that(ŝ, t̂ ) ∈ R̂, τ (ŝ, t̂ ) = y1, andŜd 6⊆ T̂d.

Proof: Let s = ŝ ↓ Y ∈ Q. Suppose that̂s is not quasi semi-modular. Leti, j , andt̂ be
as defined in the proof of Lemma 4. Again, we have(yi , y j ) ∈ F̂ andyi ∈ U(ŝ). Assume
that y2 /∈ U(ŝ). Then,i 6= 2 and j 6= 2. SinceMd (a delay) has exactly one output,j 6= 2,
and(yi , y j ), (yd, y2) ∈ F̂ , we must havei 6= d.

Suppose thatj 6= d. By Lemma 3,Ŝj = Sj . Similarly, Ŝi = Si . It follows that there
existst ∈ Q such thatsRt , τ(s, t) = yi , andt = t̂ ↓ Y. Thus,t̂ is normal. By Lemma 3
again,T̂j = Tj . On the other hand, by Lemma 3,y j ∈ U(ŝ)− {yd, y2} ⊆ U(s). Also, B is
quasi semi-modular andj 6= i . Therefore,Sj ⊆ Tj . It follows that Ŝj = Sj ⊆ Tj = T̂j —a
contradiction. Hence,j = d. Since(yi , y j ) ∈ F̂ , we must havei = 1. Thus,(ŝ, t̂) ∈ R̂,
τ(ŝ, t̂) = y1, andŜd 6⊆ T̂d, as in the lemma. 2

Lemma 6. For all ŝ ∈ Q̂, ŝ is quasi semi-modular and normal.

Proof: We proceed by induction. For the base case, letŝ = q̂. Clearly,ŝ is normal and
yd /∈ U(ŝ). By Lemma 4,̂s is quasi semi-modular. Now, let(r̂ , ŝ) ∈ R̂ with τ(r̂ , ŝ) = yi .
Assume that̂r is quasi semi-modular and normal. We shall prove thatŝ is quasi semi-modular
and normal.

Let r = r̂ ↓ Y ∈ Q. If yd /∈ U(r̂ ), then i 6= d and R̂i = Ri . It follows that ŝ ↓ Y
∈ Q. Now assume thatyd ∈ U(r̂ ). If y2 ∈ U(r̂ ), then by changingyd in stater̂ , we
would have a violation of quasi semi-modularity, contradicting the quasi semi-modularity
of r̂ . Therefore,y2 /∈ U(r̂ ) andi 6= 2. If i = d, thenŝ ↓ Y = r̂ ↓ Y ∈ Q; otherwise, by
Lemma 3, we havêRi = Ri , which implies that̂s ↓ Y ∈ Q. Hence,̂s is normal.

Suppose that̂s is not quasi semi-modular. Let the output vertex ofM1 which is connected
to Md bez1

k. Clearly,z1
k is connected toM2 in N. By Lemma 4,yd ∈ U(ŝ). It follows that

i 6= d. By Lemma 5, there are two cases to consider.
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• y2 ∈ U(ŝ): Note thaty2 is a delay. Sincei 6= d, y2 ∈ U(r̂ ). By an argument similar to
the one given above, we haveyd /∈ U(r̂ ). Thus,i = 1 andy1 ∈ U(r̂ ). On the other hand,
sinceyd /∈ U(r̂ ), r̂ is the stable-delay extension ofr . It follows that y1, y2 ∈ U(r̂ ) =
U(r ) and there existss ∈ Q such thatrRs, τ(r, s) = y1, ands = ŝ ↓ Y. We have
R2 = λ1

k(r1) = λ1
k(r̂1) = R̂d = r̂d andS2 = λ1

k(s1) = λ1
k(ŝ1) = Ŝd. Sinceyd ∈ U(ŝ),

ŝd 6= Ŝd. But r̂d = ŝd. Therefore,R2 6= S2, which violates quasi semi-modularity of
B—a contradiction.
• There existŝt ∈ Q̂ such that(ŝ, t̂) ∈ R̂, τ(ŝ, t̂) = y1, and Ŝd 6⊆ T̂d: Since y2 /∈
U(ŝ), ŝ2 = ŝd. Also, ŝd 6= λ1

k(ŝ1), sinceyd ∈ U(ŝ). Let s = ŝ ↓ Y ∈ Q. Then,
s2 6= λ1

k(s1), which implies thaty2 ∈ U(s). On the other hand, by Lemma 3, we have
Ŝ1 = S1. Therefore, there existst ∈ Q such thatsRt , τ(s, t) = y1, andt = t̂ ↓ Y. We
haveS2 = λ1

k(s1) = λ1
k(ŝ1) = Ŝd, and similarly,T2 = T̂d. SinceŜd 6⊆ T̂d, i.e., Ŝd 6= T̂d,

we haveS2 6= T2, which violates quasi semi-modularity ofB—a contradiction again.

Hence,ŝ is quasi semi-modular. The lemma is proven by induction. 2

By Lemma 6,ŝ is quasi semi-modular for all̂s ∈ Q̂. Hence,B̂ is quasi semi-modular.
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