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ABSTRACT
In this paper, we adopt a new perspective on the Multi-Agent Path
Finding (MAPF) problem and view it as a Constraint Satisfaction
Problem (CSP). A variable corresponds to an agent, its domain
is the set of all paths from the start vertex to the goal vertex of
the agent, and the constraints allow only conflict-free paths for
each pair of agents. Although the domains and constraints are only
implicitly defined, this new CSP perspective allows us to use suc-
cessful techniques from CSP search. With the concomitant idea of
using matrix computations for calculating the size of the reduced
domain of an uninstantiated variable, we apply Dynamic Variable
Ordering and Rapid Random Restarts to the MAPF problem. In our
experiments, the resulting simple polynomial-time MAPF solver,
called Matrix MAPF solver, either outperforms or matches the per-
formance of many state-of-the-art solvers for the MAPF problem
and its variants.
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1 INTRODUCTION
The Multi-Agent Path Finding (MAPF) problem is the problem of
assigning conflict-free paths to agents from their start vertices to
their goal vertices such that an optimization objective (like the
makespan or sum-of-costs) is minimized. It is important for many
real-world problems [11, 12, 20, 22]. Despite the fact that the MAPF
problem is NP-hard to solve optimally [24], many practical MAPF
solvers have been developed in the past few years [4–7, 9, 13–
15, 17, 19, 21, 23]. Many variants of the MAPF problem are also
NP-hard to solve optimally and can be solved by extending these
MAPF solvers, for example, MAPF with deadlines [10] and MAPF
with large agents [8].

In this paper, we adopt a new perspective on the MAPF problem
and view it as a Constraint Satisfaction Problem (CSP). A variable
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corresponds to an agent, its domain is the set of all paths from
the start vertex to the goal vertex of the agent, and the constraints
allow only conflict-free paths for each pair of agents. Although
the domains and constraints are only implicitly defined, Dynamic
Variable Ordering (DVO) [2] can still be successfully applied since
it only requires knowledge of the cardinality of the reduced do-
main of an uninstantiated variable, which can be obtained using
matrix multiplication on the adjacency matrix of the graph. We use
this insight to develop a simple polynomial-time prioritized MAPF
solver [14, 16]. Moreover, we use Rapid Randomized Restart (RRR)
strategies [3] to make our Matrix MAPF solver probabilistically
complete.
2 MATRIX MAPF SOLVER

Algorithm 1 MatrixMAPFSolver: A MAPF solver that uses ran-
domized runs for a given makespan.
Input:
1: GraphG = (V , E)
2: AgentList A← {a1, a2 . . . aN }
3: Makespan T
4: Maxruns R
Output:
5: PathSet P
6:
7: MatrixList Movement[0 . . .T − 1]
8: MatrixList State[0 . . .T ]
9: for r = 1 . . . R do
10: P ← {}
11: for t = 0 . . .T − 1 do
12: Movement[t ] ← Adj(G) / adjacency matrix ofG /
13: end for
14: State[0] ← I / identity matrix /
15: A_current ← A
16: while A_current is not empty do
17: for t = 0 . . .T − 1 do
18: State[t + 1] ← State[t ] · Movement[t ]
19: end for
20: MinNumPath← minai ∈A_current State[T ](si , дi )
21: if MinNumPath < 1 then
22: Break
23: end if
24: a ← argminai ∈A_current State[T ](si , дi )
25: p ← PathPlanningForSingleAgent(a, Movement, State)
26: P ← P ∪ {p }
27: Movement← ModifyMovement(Movement, p)
28: A_current ← A_current \{a }
29: end while
30: if P contains conflict-free paths for all agents then
31: return P
32: end if
33: end for
34: return Failure

In this section, we describe our Matrix MAPF solver. For the outer
loop [Line 9-33], our Matrix MAPF solver tries at most R (in our ex-
periments: 15) randomized runs to solve the MAPF problem within



a specified makespan T . In each iteration [Line 16-29], the most
constrained agent, namely the one with the fewest available conflict-
free paths from its start vertex si to its goal vertex дi , is identified
[Line 20]. For this agent, a path of length T is chosen at random
[Line 25]. This path is treated as a dynamic obstacle for all fu-
ture agents [Line 27] by modifying Movement[t]: Some entries in
Movement[t] (t = 1 . . .T − 1) are set to 0 based on p[t] and p[t − 1]
so that movements of all future agents that create collisions with
the movements of this agent are prohibited. If the most constrained
agent has no paths available from its start vertex to its goal vertex,
then the current run is terminated unsuccessfully [Line 22] and the
next run is initiated.
3 EXPERIMENTS
In this section, we compare our MATRIX MAPF solver against
state-of-the-art solvers for MAPF and MAPF with deadlines [10].
All experiments are conducted on a 2.50 GHz Intel Core i5-3210M
laptop running Ubuntu 16.04 with 6 GB RAM. All results are av-
eraged over 100 MAPF instances on 2-D 4-neighbor grids of size
10× 10. Each cell is blocked independently with a given probability.
The start and goal vertices of each agent are selected randomly
from the unblocked cells such that no two agents have the same
start vertex or the same goal vertex. A time limit of 100 seconds is
used for the "MAPF" experiments, and a time limit of 60 seconds is
used for the "MAPF with Deadlines" and "Makespan Minimization"
experiments.
3.1 MAPF
In this section, we find feasible solutions. We compare our Matrix
MAPF solver against four well-known MAPF solvers with a vari-
ety of (or missing) optimization objectives: Cooperative A* [14]
(without a strategy for ordering agents), Push and Swap [9], and
ECBS for sum-of-costs [1] with suboptimality bounds 2 and 3. Co-
operative A* is provided with a makespan limit of L + 0.25 × N ,
and our Matrix MAPF solver is provided with a fixed makespan
of L + 0.25 × N , where L is the largest distance between any two
vertices in the graph and N is the number of agents.

Obstacle Density/Agents 10%/20 10%/30 10%/40 20%/20 20%/30 20%/40

Matrix
Success Rate 100 99 100 99 94 45
Makespan 18.48 21.65 24.43 20.10 26.98 66.19
Runtime 0.118 1.220 0.982 1.357 7.382 61.636

Push and Swap
Success Rate 91 52 16 72 27 12
Makespan 34.53 65.47 91.47 49.07 84.25 97.06
Runtime 9.005 48.008 84.008 28.007 73.011 88.022

Cooperative A*
Success Rate 74 22 1 22 1 0
Makespan 37.03 81.61 99.16 81.41 99.17 100
Runtime 26.059 78.028 99.002 78.017 99.001 100

ECBS(2)
Success Rate 100 99 99 98 89 35
Makespan 16.33 20.39 23.24 21.87 31.79 73.37
Runtime 0.002 1.024 2.490 3.084 13.458 71.522

ECBS(3)
Success Rate 100 99 98 97 93 46
Makespan 16.69 22.42 26.55 24.18 31.69 68.00
Runtime 0.003 1.034 3.205 4.510 9.713 61.344

Table 1: Results for the "MAPF" experiment. Obstacle density refers to the
probability with which each cell is blocked, and success rate refers to the
percentage of solved MAPF instances (that is, for which conflict-free paths
are found for all agents). The makespan and runtime calculations use 100 as
makespan and runtime, respectively, for each unsolved MAPF instance.

From Table 1, we observe that, in terms of the success rate, our
Matrix MAPF solver outperforms the other solvers in five of the six
scenarios, but the ECBS variants perform at a similar level. In terms
of the makespan, the ECBS(2) variant performs best in the three
scenarios with obstacle density 10% (even though it is bounded-
suboptimal with respect to the sum-of-costs), while our Matrix
MAPF solver performs best in the three scenarios with obstacle
density 20%. In terms of runtime, the ECBS variants and our Matrix
MAPF solver each perform best in three of the six scenarios.

3.2 MAPF with Deadlines
In this section, we maximize the number of agents that reach their
goal vertices within 15 time steps [10]. We use our Matrix MAPF
solver by terminating successfully on Line 31 whenever a solution
is found where all agents are instantiated and returning the solution
with the most instantiated agents over all runs otherwise. We com-
pare our Matrix MAPF solver against five MAPF solvers presented
in [10]: CBS-DL, DBS, and MA-DBS with merge thresholds 0, 10,
and 100.

Figure 1: Results for the "MAPF with Deadlines" experiment. The left col-
umn shows results for scenarios with obstacle density 10%. The right column
shows results for scenarios with obstacle density 20%. The x-axes show the
number of agents. Instantiated agents refer to agents that reach their goal
vertices by the deadline, and success rate refers to the percentage of instances
where all agents are instantiated.

From Figure 1, we observe that, in terms of the runtime and the
number of instantiated agents, ourMatrixMAPF solver outperforms
the other MAPF solvers. In terms of the success rate, it also mostly
outperforms the other MAPF solvers, except for the DBS and MA-
DBS(0) variants.
3.3 Makespan Minimization
In this section, we minimize the makespan. We use our Matrix
MAPF solver [Line 9-34] to find a small makespan by initializing T
with a lower bound on the makespan (in our experiments: 0) and
incrementing it (by 1) after each failed attempt [Line 34]. We com-
pare our Matrix MAPF solver against optimal solutions obtained
with a SAT-based MAPF solver [18].

Obstacle Density/Agents 10%/20 10%/30 10%/40 20%/20 20%/30 20%/40
Available MAPF Instances 100 99 98 70 66 64

Success Rate 100.0 100.0 98.0 100.0 98.5 56.3
Optimality Rate 99.0 94.9 64.3 87.1 50.0 4.7

Suboptimality Rate 0.08 0.89 6.88 1.11 15.57 67.05
Table 2: Results for the "Makespan Minimization" experiment. Optimality
rate refers to the percentage of MAPF instances for which our Matrix MAPF
solver produces the optimal makespans, and suboptimality rate = 100 ×
(found makespan–optimal makespan)/optimal makespan averaged over all
solved MAPF instances for which our Matrix MAPF solver finds a makespan.

From Table 2, we observe that our Matrix MAPF solver always
finds the optimal makespans for MAPF instances with 10% obstacle
density and 20 or 30 agents. For the other scenarios, it still finds low
makespans. As the obstacle density and the number of agents in-
crease, it finds larger and larger numbers of suboptimal makespans
and these makespans get larger and larger.
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