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Abstract. Variability in medical image segmentation, arising from an-
notator preferences, expertise, and their choice of tools, has been well
documented. While the majority of multi-annotator segmentation ap-
proaches focus on modeling annotator-specific preferences, they require
annotator-segmentation correspondence. In this work, we introduce the
problem of segmentation style discovery, and propose StyleSeg, a seg-
mentation method that learns plausible, diverse, and semantically con-
sistent segmentation styles from a corpus of image-mask pairs without
any knowledge of annotator correspondence. StyleSeg consistently out-
performs competing methods on four publicly available skin lesion seg-
mentation (SLS) datasets. We also curate ISIC-MultiAnnot, the largest
multi-annotator SLS dataset with annotator correspondence, and our re-
sults show a strong alignment, using our newly proposed measure AS2,
between the predicted styles and annotator preferences. The code and
the dataset are available at https://github.com/sfu-mial/StyleSeg.

Keywords: inter-rater variability · image segmentation· dermatology.

1 Introduction

Medical image segmentation is a critical component in medical image analysis
pipelines, either as a preprocessing step for subsequent analyses or for treatment
planning and image-guided human or robotic intervention. Following the seminal
works of Long et al. [15] and Ronneberger et al. [21], there has been tremen-
dous progress in deep learning (DL)-based medical image segmentation [4]. The
majority of these works focus on learning to predict a single segmentation for
an image. However, variability among experts when segmenting images has been
well-documented, and these resulting segmentation masks are the product of
latent factors such as ambiguous object boundaries and differences in tools, an-
notators’ skill levels, criteria, and approaches to segmentation, and they capture
different annotator segmentation preferences or “styles”. Without accommodat-
ing these variations, a segmentation model optimized to minimize training error
over a variety of human annotations may produce an “average” segmentation.
This has motivated research that can be broadly categorized into two classes:

https://github.com/sfu-mial/StyleSeg
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methods that model and learn to predict a single “gold standard” segmentation
through label aggregation [24,13,18] (SSeg) and methods that predict multiple
segmentations to capture the variability of annotations [22,26,12] (MSeg).

MSeg methods rely on modeling annotator-specific preferences, and train-
ing them typically requires annotations with annotator-segmentation correspon-
dence. Therefore, given a set of images and a set of annotators, annotator-
segmentation correspondences can be represented as a bipartite graph when
every image has been segmented by at least 1 annotator, e.g., LIDC-IDRI [3],
or a complete bipartite graph when every image has been segmented by every
annotator, e.g., RIGA [2]. However, in the absence of such a correspondence,
i.e., a scenario where we have a corpus of images and corresponding annota-
tions without any knowledge of annotator IDs, defining a segmentation style is
non-trivial since the latent factors associated with each segmentation are un-
known, thus making it challenging to explicitly train a segmentation model to
reproduce a particular style. Since we are unable to confirm even the number of
unique annotators, we hypothesize that a possible solution for modeling multi-
annotator segmentations would be discovering unique annotation styles
from the dataset alone. Such a discovery-based approach needs to ensure (1) di-
versity in the discovered styles, (2) segmentation plausibility across all the styles,
and (3) semantic consistency of the segmentations across all the images. How-
ever, to the best of our knowledge, there is minimal prior work on the discovery
and modeling of annotation styles in the absence of annotator correspondence.

We argue that since even experts can (considerably) differ in how they seg-
ment, it is only natural that automated models trained thereupon also exhibit
this variety. We envision that a segmentation system should produce results that
align with the expectations of its (clinical) users, and that these users can vary
in their personalization preferences (e.g., a study [10] found that expert derma-
tologists prefer “tighter” segmentations than their inexperienced counterparts).
Moreover, such a system should, with minimal supervision, continue to produce
the style that a user expects, thus avoiding constant user involvement with either
manual corrections or image-by-image selection of preferred segmentation style.

In this work, we tackle the problem of style discovery and personalization
modeling in medical image segmentation without requiring annotator correspon-
dence, and focus our analysis on skin lesion segmentation (SLS). Advancements
in DL over the past decade as well as the availability of large publicly available
annotated datasets have enabled large strides in SLS [17,23]. Therefore, in this
work, we work on style discovery in the context of multiple annotators for SLS,
which has not been explored extensively. The majority of previous works focus on
SSeg methods: either to select training samples that have high inter-annotator
agreement [20] or training ensemble models to handle annotators’ variability [18].
More recently, Zepf et al. [25] presented a small-scale (n = 300) analysis of an-
notation styles in images from the ISIC 2019 dataset based on the granularity of
the annotation boundaries. In this work, we make the following contributions:
(1) we introduce the problem of segmentation style discovery in the absence of
any annotator correspondence and propose a method (StyleSeg) that predicts
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multiple plausible, diverse, and semantically consistent segmentation styles, (2)
we curate, to the best of our knowledge, the largest multi-annotator SLS dataset
(ISIC-MultiAnnot) with annotator-segmentation mapping, and (3) we introduce
a new measure (AS2) for measuring the strength of alignment of the predicted
styles with annotator preferences.

2 Method

Let X = {Xi}Ni=1 be a set of images and corresponding segmentation masks
Y = {{Yik}Ki

k=1}Ni=1, where Ki > 0 denotes the number of different ways Xi was
segmented, without any knowledge of annotator correspondence. The goal is to
discover unique annotation “styles” in this data (X ,Y) such that, when given an
image Xi, we predict {Yij}Mj=1: M unique segmentations of Xi, that are diverse,
plausible for Xi, and are of semantically consistent styles across all images.

To this end, we propose StyleSeg (Fig. 1 (a)): a segmentation approach that
learns to predict M plausible segmentations that capture a variety of styles from
a corpus of images and corresponding masks without any annotator correspon-
dence. StyleSeg consists of two deep learning models that are trained together:
(i) a segmentation model fs, parameterized by Θs, that predicts M segmen-
tation masks from image Xi, where M ∈ N is a user-specified value,

{Ŷij}Mj=1 = fs(Xi; Θs), (1)

and (ii) a style classifier model fc, parameterized by Θc, that predicts a vector
pi ∈ RM of M probabilities,

pi = fc(Xi, Yik; Θc), (2)

where pij is the probability that (Xi, Yik) is of style j. Note that knowing Xi is
necessary to define the styles, since the observed segmentations are a product of
image content and annotation style.

Of the M predicted segmentations from fs, we first need to identify the style
that is the closest to the ground truth Yik, and then optimize it to make it even
closer. Mathematically, we minimize the loss L1,

L1 = LD(Yik, Ŷim∗), (3)

m∗ = argmaxj Dice(Yik, Ŷij), (4)

where LD = 1−Dice and Dice denotes the Dice similarity coefficient [7]. We also
require the other predicted styles to still be plausible, i.e., similar to ground truth
Yik. However, requiring all styles to be equally plausible compromises the styles’
diversity. Therefore, we make the strength of a style’s plausibility requirement
proportional to its likelihood of being the predicted style, according to the style
classifier fc (Eqn. 2). To this end, we encourage the weighted sum of predicted
segmentations Ŷij to be similar to ground truth Yik, where the scalar weights
are pij . Mathematically, we minimize the loss L2,

L2 = LD

(
Yik,

∑M

j
pij Ŷij

)
. (5)
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(a) StyleSeg overview with M = 3: the segmentation model fs predicts 3 plausible
segmentations of different styles, while the style classifier fc predicts the style that is
the most similar to the ground truth.

(b) Sample training images showing
variability of segmentations.
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(c) Distribution of ISIC-MultiAnnot by num-
ber of annotators and segmentations.

Fig. 1: (a) An overview of the proposed method StyleSeg. (b) Inter-annotator
variability in the training images. (c) An annotator-wise breakdown of the newly
curated ISIC-MultiAnnot dataset.

Weighting the M segmentations by pi ensures that when pi has a high entropy
(e.g., in the initial training epochs), all styles are encouraged to be similar to Yik,
whereas when pi has a low entropy, only a subset of the M styles are encouraged
to be similar to Yik, thus enabling a coarse-to-fine style refinement.

Additionally, we employ a cross-entropy loss L3 to train the style classifier
fc by learning to predict the style that is the most similar to the ground truth,

L3 = LCE(pi,m
∗). (6)

Finally, we optimize the parameters Θs of fs and Θc of fc using

Θ∗
s,Θ

∗
c = argminΘs,Θc

∑N

i
Ltotal, (7)

where
Ltotal = L1 + L2 + L3. (8)

Note that we do not include an explicit style distinctiveness constraint since,
in the absence of annotator correspondence, the styles are entangled with the
segmentations. Nevertheless, these loss terms used together (Eqn. 8) implicitly
encourage the styles to be different as the training progresses, as seen in our
results.
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(b) StyleSeg produces better segmenta-
tions than even the test “ground truth”.

Fig. 2: Evaluating StyleSeg on ISIC Archive-Test: diverse and plausible segmen-
tations that are semantically consistent across styles.

3 Results and Discussion

Datasets: Similar to previous works [20,18], we train StyleSeg on images ob-
tained from the ISIC Archive [1], specifically images with more than one “ground
truth” segmentation. We select 2,261 images that meet this criterion (2,122 with
two, 100 with three, 35 with four, and 4 with five segmentations), resulting in
4,704 image-mask pairs. Note that these images exhibit a vast range of inter-
annotator agreement, as evidenced qualitatively (sample images with their masks
in Fig. 1 (c)) and quantitatively (pairwise Dice coefficients and Fleiss’ kappa in
Supp. Mat. Fig. SM1 (a)). We choose Fleiss’ kappa [9] over Cohen’s kappa [6]
used by Ribeiro et al. [20] because the former can be used with multi-rater set-
tings while the latter cannot [19]. We reserve 1,525 image-mask pairs from the
ISIC Archive for our validation set. See Supp. Mat. for model architectures and
training details. We evaluate on four publicly available datasets: ISIC Archive-
Test containing 10,000 dermoscopic images with just one segmentation ground
truth per image from the ISIC Archive, DermoFit (1,300 clinical images) [5],
SCD (206 dermoscopic images) [11], and PH2 (200 dermoscopic images) [16].
Competing methods: We train StyleSeg with M = {2, 3, 4, 6, 8, 10} and com-
pare it to the following SSeg methods: NaiveTraining: a segmentation model
without any annotator-specific knowledge; RandAnnotID [18]: 4 segmentation
models, one optimized for each annotator randomly assigned to a mask, LessIs-
More [20]: a segmentation model trained on a subset of the masks whose average
pairwise Cohen’s kappa is above 0.5; and D-LEMA [18]: an ensemble of Bayesian
segmentation models. We also compare against an MSeg method MHP (multiple
hypothesis prediction) [22] also with M = {2, 3, 4, 6, 8, 10}.
Qualitative results of StyleSeg on ISIC Archive-Test (Fig. 2 (a)) show plausi-
bility (all segmentations cover the lesion with varying degrees of over- or under-
segmentation) as well as semantic consistency across segmentations (e.g., when
M = 3, yellow always has a tight and jagged boundary while blue always has
a loose boundary). We also provide a quantitative assessment in Supp. Mat.
Fig. SM1 (f). Also, observe that in lesions with well-defined borders (top two
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Table 1: Dice meanstd.dev. comparing StyleSeg to SSeg [20,18] (first 4 rows) and
MSeg (MHP [22]) methods. For the latter, we report the mean, median, min.,
max. of Dice between the ground truth and all the predicted segmentation styles.
Note how StyleSeg consistently outperforms all competing methods while also
producing more plausible segmentations than MHP. ⊘ denotes that the result
cannot be reported since D-LEMA’s [18] code is not available.

Method
ISIC Archive-Test (n = 10000) PH2 (n = 200) DermoFit (n = 1300) SCD (n = 206)

Mean Median Minimum Maximum Mean Median Minimum Maximum Mean Median Minimum Maximum Mean Median Minimum Maximum

NaiveTraining - - - 0.8000.188 - - - 0.8800.071 - - - 0.8420.139 - - - 0.7660.198

RandAnnotID [18] - - - ⊘ - - - 0.8970.005 - - - 0.8260.004 - - - ⊘
LessIsMore [20] - - - 0.8150.178 - - - 0.8950.070 - - - 0.8540.127 - - - 0.8040.169

D-LEMA [18] - - - ⊘ - - - 0.9200.004 - - - 0.8530.003 - - - ⊘
2-MHP 0.7960.168 0.7270.195 0.7270.195 0.8640.158 0.8500.114 0.7860.163 0.7860.163 0.9140.073 0.7950.149 0.7070.229 0.7070.229 0.8820.089 0.7960.140 0.7130.180 0.7130.180 0.8790.119

2-StyleSeg 0.8140.168 0.7600.186 0.7600.186 0.8690.161 0.8780.073 0.8270.102 0.8270.102 0.9290.050 0.8240.128 0.7590.180 0.7590.180 0.8880.090 0.8240.124 0.7540.157 0.7540.157 0.8950.104

3-MHP 0.7720.181 0.7890.194 0.6520.232 0.8760.154 0.7800.185 0.7960.217 0.6250.303 0.9190.073 0.7390.176 0.7670.193 0.5620.289 0.8880.093 0.7150.194 0.7520.217 0.5230.297 0.8690.136

3-StyleSeg 0.8040.169 0.8190.174 0.7130.199 0.8810.154 0.8850.082 0.9000.080 0.8110.137 0.9430.045 0.8170.134 0.8350.136 0.7200.202 0.8970.086 0.8180.151 0.8370.149 0.7160.213 0.9010.120

4-MHP 0.7730.170 0.7520.192 0.6230.225 0.8860.142 0.8300.131 0.8170.164 0.6740.264 0.9330.049 0.7960.134 0.7830.157 0.6360.243 0.9040.072 0.7510.153 0.7260.189 0.5470.251 0.8960.104

4-StyleSeg 0.8040.163 0.7860.177 0.6930.197 0.8890.147 0.8750.084 0.8630.102 0.7760.143 0.9450.042 0.8120.135 0.7940.165 0.6810.221 0.9070.075 0.7860.152 0.7660.179 0.6320.228 0.8960.111

6-MHP 0.6470.152 0.7030.203 0.1210.175 0.8860.131 0.7900.072 0.8400.089 0.4000.186 0.9390.038 0.7490.116 0.7770.151 0.4280.169 0.9000.083 0.6490.132 0.7030.181 0.1560.126 0.8810.103

6-StyleSeg 0.7950.178 0.7990.190 0.6480.234 0.8890.154 0.8690.090 0.8730.098 0.7450.167 0.9480.036 0.8140.136 0.8180.149 0.6510.238 0.9110.070 0.7980.143 0.8060.149 0.6080.244 0.9060.106

8-MHP 0.6250.152 0.6580.215 0.0990.140 0.8960.121 0.7520.072 0.8010.096 0.2600.148 0.9440.033 0.6980.117 0.7080.158 0.3090.181 0.9080.069 0.6160.135 0.6270.206 0.1340.111 0.8970.092

8-StyleSeg 0.7900.170 0.7980.185 0.5950.232 0.8990.138 0.8750.096 0.8780.113 0.7450.158 0.9500.037 0.8100.141 0.8150.162 0.6320.229 0.9100.075 0.7980.161 0.8120.175 0.5860.241 0.9010.114

10-MHP 0.7060.174 0.7450.204 0.2810.231 0.8940.126 0.7240.183 0.7610.222 0.3390.285 0.9380.039 0.6290.177 0.6670.219 0.1810.210 0.9060.068 0.6900.168 0.7330.218 0.2230.196 0.8980.094

10-StyleSeg 0.7930.173 0.8050.185 0.6030.214 0.8990.144 0.8660.101 0.8800.111 0.6920.179 0.9510.035 0.8010.147 0.8130.166 0.5790.255 0.9180.065 0.7680.181 0.7910.196 0.5130.246 0.8850.140

rows), the predicted styles are similar, whereas in lesions with ambiguous borders
(bottom two rows), the predictions exhibit considerable diversity. It is also worth
noting that several images in ISIC Archive-Test have either incorrect or impre-
cise “ground truth” masks (Fig. 2 (b)), which leads to incorrect penalization of
StyleSeg’s accurate predictions during evaluation.
Quantitative results: For SSeg methods, we report the Dice coefficient. For
MSeg methods, we report maxj(d), where d = Dice(Yik, Ŷij), to assess the highest
agreement, and {meanj(d), medianj(d), minj(d)} to assess the plausibility of
all M segmentations. For example, an MSeg model that produces even one poor
segmentation will have low scores for minj(d), indicating low plausibility.

Table 1 shows that predicting more than one style (StyleSeg, MHP) improves
performance (maxj(d)) compared to SSeg methods, and even MSeg methods that
predict just two styles (2-StyleSeg, 2-MHP) consistently outperform SSeg meth-
ods. Moreover, as M increases, a larger number of diverse segmentations are
produced, and the maxj(d) keeps improving. However, we observe that for three
out of the four datasets, the maxj(d) performance either plateaus or starts to
decline as M increases. We posit that after an optimal number of styles, gen-
erating more segmentations leads to diversity at the cost of performance, and
leave this investigation for future work. Interestingly, datasets that do not have
a documented presence of inter-segmentation variability (DermoFit, PH2, SCD)
also benefit from learning to predict multiple segmentations, indicating style
variability in the ground truth masks. A post hoc investigation of DermoFit,
for example, confirms the presence of different annotation styles (difference in
boundary granularity; Supp. Mat. Fig. SM1 (b)).

Finally, StyleSeg consistently outperforms MHP for all datasets and M , ex-
cept M = 10 with SCD, and as M increases, the plausibility of MHP models
across all the predictions decreases, as evident through the declining {meanj(d),
medianj(d), minj(d)} scores. For example, when modeling 10 styles, the [minj(d),
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Table 2: StyleSeg’s segmentation agreement (meanstd.dev. of DiceIASS and
DiceASSS) and style alignment (AS2) on the 27 annotator preferences in ISIC-
MultiAnnot. J denotes the single style that, for each row, maximizes agreement
with the ground truth. As more styles are modeled, DiceIASS, DiceASSS, and AS2

all improve, and all annotator preferences consistently align with a discovered
style.

Annotator + Tool
+ Experience

Seg.
Count

1-StyleSeg 2-StyleSeg 3-StyleSeg 4-StyleSeg

DiceISSS DiceISSS DiceASSS J DiceISSS DiceASSS J DiceISSS DiceASSS J

A00+T2+E 1573 0.8920.089 0.9230.061 0.9130.087 2 0.9440.049 0.9130.106 3 0.9440.044 0.9140.111 1
A00+T2+N 1305 0.7160.302 0.7610.293 0.7280.308 2 0.7930.287 0.7270.313 3 0.7900.290 0.7260.304 3
A01+T1+N 6 0.5590.362 0.7660.152 0.7660.152 1 0.7540.132 0.7410.125 2 0.8190.106 0.7670.113 2
A01+T3+E 297 0.9000.104 0.9150.093 0.8970.107 2 0.9270.075 0.9000.097 1 0.9310.067 0.9040.090 3
A01+T3+N 2148 0.8290.185 0.8570.167 0.8170.170 1 0.8690.159 0.8360.178 1 0.8760.148 0.8360.175 3
A02+T1+E 1742 0.8440.177 0.8800.140 0.8560.159 1 0.8860.132 0.8540.159 1 0.8950.112 0.8590.148 4
A02+T3+E 468 0.8560.172 0.8890.167 0.8830.175 2 0.8990.161 0.8740.188 3 0.9030.146 0.8900.160 1
A03+T1+E 1622 0.7780.168 0.8450.117 0.8270.137 1 0.8540.111 0.8240.145 2 0.8810.095 0.8230.132 4
A03+T3+E 260 0.8910.116 0.9120.086 0.8760.173 2 0.9230.089 0.8680.150 1 0.9320.074 0.8740.163 3
A04+T1+E 992 0.8500.158 0.8800.131 0.8600.149 1 0.8880.132 0.8660.153 2 0.9060.108 0.8560.157 4
A04+T1+N 61 0.7600.242 0.8400.152 0.8230.164 1 0.8370.162 0.7860.201 1 0.8270.206 0.7890.226 4
A04+T3+E 913 0.9120.088 0.9390.054 0.9340.065 2 0.9480.047 0.9260.069 1 0.9510.045 0.9320.063 3
A04+T3+N 90 0.8770.096 0.9100.068 0.9050.070 2 0.9280.031 0.9080.044 3 0.9260.052 0.9130.055 1
A05+T1+E 752 0.8150.203 0.8620.163 0.8370.179 1 0.8730.162 0.8270.184 1 0.8820.147 0.8410.177 4
A05+T3+E 742 0.8750.129 0.9030.109 0.8910.113 2 0.9160.098 0.8780.120 1 0.9190.091 0.8910.108 1
A06+T1+E 10 0.8240.187 0.9020.037 0.8850.070 1 0.9090.034 0.8890.049 2 0.9090.039 0.8800.063 4
A06+T3+E 24 0.8620.079 0.9160.053 0.9160.053 2 0.9340.031 0.9230.031 3 0.9330.041 0.9290.040 1
A07+T1+E 67 0.8200.157 0.8770.124 0.8670.150 1 0.8900.108 0.8620.157 2 0.8970.104 0.8620.149 4
A07+T1+N 251 0.8370.141 0.8920.085 0.8790.104 1 0.9030.067 0.8750.114 2 0.9050.070 0.8730.101 4
A07+T3+E 12 0.9250.055 0.9380.019 0.9370.019 2 0.9390.020 0.9160.055 1 0.9470.016 0.9320.017 1
A07+T3+N 39 0.8630.177 0.9180.061 0.9130.071 2 0.9330.037 0.8990.148 3 0.9340.039 0.9140.079 1
A08+T1+E 26 0.6660.225 0.7500.161 0.6800.242 2 0.7470.197 0.6530.260 1 0.7930.134 0.6660.261 1
A08+T3+E 111 0.6050.230 0.6680.197 0.6260.210 1 0.6770.206 0.6280.218 2 0.7350.166 0.6690.203 2
A09+T1+E 30 0.8150.121 0.8410.098 0.7840.156 1 0.8730.089 0.8330.113 2 0.8840.076 0.8120.119 4
A09+T1+N 1 0.9530.000 0.9270.000 0.9270.000 2 0.9550.000 0.9550.000 1 0.9470.000 0.9470.000 3
A09+T3+E 10 0.9000.074 0.9180.054 0.9180.054 2 0.9330.038 0.9090.044 1 0.9370.043 0.9190.040 3
A09+T3+N 3 0.8940.070 0.9110.058 0.9110.058 2 0.9570.015 0.9570.015 3 0.9440.030 0.9440.030 1

AS2 (Eqn. 9) - 0.2990.208 0.3470.237 0.4660.296

maxj(d)] range across 10 segmentations for 10,000 test images in ISIC Archive-
Test is [0.281, 0.894] for 10-MHP and [0.603, 0.899] for 10-StyleSeg, meaning
all the predicted segmentations are more plausible for the latter. We attribute
this improvement to the plausibility constraint (L2 in Eqn. 5), which penalizes
predicted segmentations that considerably deviate from the ground truth.
A new multi-annotator dataset: Next, we propose ISIC-MultiAnnot, a new
multi-annotator SLS dataset curated from the ISIC Archive that, to the best
of our knowledge, is the largest such dataset to contain annotator correspon-
dence. The annotator-segmentation mapping in ISIC-MultiAnnot forms an in-
complete bipartite graph, i.e., not every image has been segmented by every
annotator. ISIC-MultiAnnot contains 12,951 images segmented by 10 annota-
tors, resulting in 13,555 image-mask pairs (breakdown in Fig. 1 (c)). Unlike
other multi-annotator datasets, the variability in ISIC-MultiAnnot’s segmenta-
tions stems from three annotation pipeline factors: the annotator (10 annotator
IDs: “A00”–“A09”), the tool used (“T1”, “T2”, “T3”), and the expertise of the
manual reviewer (“expert” or “novice”) [18], resulting in 27 unique annotator
preferences, which we use for our evaluation. We measure StyleSeg performance
in two settings: (i) image-adaptive style selection (IASS): for every image,
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we find the style that maximizes the agreement with ground truth, measured as
DiceIASS = maxj(Dice(Yik, Ŷij)), and (ii) a more challenging annotator-specific
style selection (ASSS): we find a single style, fixed across all images, that max-
imizes agreement with ground truth, measured as DiceASSS = Dice(Yik, ŶiJ ),
where J = argmaxj(

∑
i Dice(Yik, Ŷij)). Note that DiceASSS ≤ DiceIASS.

Quantitative results of StyleSeg on ISIC-MultiAnnot (Table 2; additional re-
sults in Supp. Mat. Fig. SM1 (c)) show that each of the discovered styles presents
a high agreement with almost all the annotator preferences. A notable outlier is
“A08”, and upon manual inspection, we found a large number of ground truth
segmentations to be incorrect to varying degrees (Supp. Mat. Fig. SM1 (e)),
which explains the lower evaluation performance. Similar to Table 1, modeling
even two styles yields better performance than one style. Moreover, as M in-
creases, the newly discovered styles continue to show increasing usefulness, since
all of them consistently align with one or more annotator preferences, meaning
that they are able to capture the diversity in segmentations with an increasing
level of granularity.

As an additional experiment to assess whether the learned styles are able to
model tool-specific (“T1”, “T2”, “T3”) latent factors, we separate the segmenta-
tions into three groups based on the tool, pass each corresponding image through
a trained 3-StyleSeg model, and determine the predicted segmentation style with
the highest overlap. We observe that the most commonly chosen style within a
group is unique for each of the three tool groups, suggesting that differences
among the three tools are learned within the three styles.
A new style alignment measure: When choosing only one style to evaluate
each annotator preference, it is important to note that a particular style could be
assigned as the chosen style for a certain annotator even if it best fits either 100%
(perfect alignment) of the images or just slightly above random chance (weak
alignment). We propose to measure this Annotator-Style Alignment Strength
(AS2) as 1 – ‘normalized Shannon entropy of annotator-style assignment’, i.e.,

AS2 = 1−
−
∑M

i=1 qi log2 qi

−
∑M

j=1
1
M log2

1
M

, (9)

where qi is the vector of fractions of segmentations assigned to each style (e.g.,
q = [0.70, 0.15, 0.15] for a 3-StyleSeg model that assigns 100 images from a certain
annotator preference as 70:15:15 images for styles 1, 2, and 3, yielding AS2 =
0.255). Note that AS2 is 0 for uniform assignments, and increases logarithmically
approaching 1 as assignments become more consistent. Our results in Table 2
show that AS2 values do not decrease as M increases, meaning that learning to
model more styles is not detrimental to segmentation quality and indeed captures
more diversity. Additional results are presented in Supp. Mat. Fig. SM1 (d, g).

4 Conclusion

We formulated the problem of segmentation style discovery in the absence of an-
notator correspondence. We showed how our proposed method, StyleSeg, discov-
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ers segmentation styles that are diverse, semantically consistent, and more plau-
sible than those generated by competing methods, as evaluated on four public
skin lesion segmentation (SLS) datasets. We also curated ISIC-MultiAnnot, the
largest multi-annotator SLS dataset with 13,555 image-mask pairs from 10 an-
notators from ISIC Archive, and showed how StyleSeg consistently achieves high
agreement with the annotator preferences, as measured through the Dice coeffi-
cient as well as a newly proposed measure, Annotator-Style Alignment Strength,
for measuring annotator-style alignment. Future work would include an explicit
“disentanglement” of annotation styles from image content and approaches to
find the optimal number of styles in a segmentation dataset.
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Supplementary Material

Implementation Details

The style classification model fc : (Xi, Yik) ∈ R224×224×4 → pi ∈ RM is
an ImageNet-pretrained ResNet-50 model with two modifications: it takes 4-
channels (i.e., a concatenation of Xi and Yik) as input and produces a M -class
prediction. The segmentation model fs : Xi ∈ R224×224×3 → Ŷi ∈ R224×224×M

is an ImageNet-pretrained VGG-16 model with the fully connected layers re-
moved, and multi-scale features resized, concatenated, and passed through a
Conv2D layer with a sigmoid activation for binary mask prediction [14]. The
images and masks were resized to 224 × 224 spatial resolution using nearest-
neighbor interpolation. All models were trained for 10 epochs with a batch size
of 4 using the Adam optimizer and a learning rate of 5e-5, and the epoch with
the lowest loss Ltotal (Eqn. 8) on the validation set was used for evaluation.
All models were trained on an Ubuntu 20.04 workstation with AMD Ryzen 9
5950X, 32 GB of RAM, and NVIDIA RTX 3090 GPU, running Python 3.10.13
and PyTorch 2.1.2. The PyTorch implementation of StyleSeg and more details
about ISIC-MultiAnnot are available at https://github.com/sfu-mial/StyleSeg.

(a) Distribution of image-level pairwise Dice coefficient
and Fleiss’ kappa values in the 4,704 training image-mask
pairs from ISIC Archive. Note how a considerable number
of images have poor inter-annotator agreement (Dice <
0.2 and Fleiss’ kappa < 0).

(b) Undocumented an-
notation style variability
(varying boundary granu-
larity) in DermoFit’s [5]
ground truth masks.

(c) StyleSeg segmentation performance (Dice) on ISIC-
MultiAnnot, reported at annotator-level (“A00”–“A09”).
Note how the Dice values are strongly correlated (Pear-
son correlation coefficient ρ) with the number of styles
(M).
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(d) AS2 values remain
high as M increases,
meaning modeling more
styles captures larger
diversity.

Fig. SM1: Supplementary Figures

https://github.com/sfu-mial/StyleSeg
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(e) Images and “ground truth” segmentation masks from annotator “A08” in ISIC-
MultiAnnot. Note the poor quality of segmentation, which in turn, affects evaluation.

     M = 4      M = 6      M = 8      M = 10

(f) Evaluating semantic consistency of segmentation styles on ISIC Archive-Test. For
all the 10,000 images, the shape features (area and perimeter of segmentation contours)
of StyleSeg outputs are calculated, normalized per lesion w.r.t. the first style (red dot
at (1.0, 1.0)), and the points and their kernel density estimates are colored by their
style. Even for large values of M , the styles remain distinct. Note that the styles vary in
their contour area indicating under- and over-segmentation of skin lesions. Also, for a
certain contour area (A), the contour perimeter (P ) varies, implying the styles differ in
higher-order features such as border irregularity index and contour compactness, which
is expected since both border irregularity = P2

4πA
[8] and compactness = convex hull area

A

are also functions of perimeter and area.
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(g) Annotator-Style Alignment Strength (AS2) values for a variety of fractions of
segmentations q (Eqn. 9) with M = 10. AS2 is 1 in case of a perfect assignment
and 0 in case of a uniform assignment. AS2 increases logarithmically as q becomes
more concentrated: for example, note that even for a low-entropy assignment such as
[0.9, 0.1, 0.0, · · · 0.0], the Annotator-Style Alignment Strength drops to 0.86.

Fig. SM1: (continued) Supplementary Figures.
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