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Abstract

An automatic pigmented skin lesions tracking system, which is important for early skin cancer detection, is
proposed in this work. The input to the system is a pair of skin back images of the same subject captured at
different times. The output is the correspondence (matching) between the detected lesions and the identi-
fication of newly appearing and disappearing ones. First, a set of anatomical landmarks are detected using
a pictorial structure algorithm. The lesions that are located within the polygon defined by the landmarks
are identified and their anatomical spatial contexts are encoded by the landmarks. Then, these lesions are
matched by labelling an association graph using a tensor based algorithm. A structured support vector ma-
chine is employed to learn all free parameters in the aforementioned steps. An adaptive learning approach
(on-the-fly vs offline learning) is applied to set the parameters of the matching objective function using
the estimated error of the detected landmarks. The effectiveness of the different steps in our framework is
validated on 194 skin back images (97 pairs).

Keywords: Melanoma; Pigmented Skin Lesion; Anatomical Landmark; Feature (lesion and landmark)
Detection; Lesion Tracking; Point Matching; Graph Matching; Graphical Models; Structured Support
Vector Machines; Hyperparameter Learning; Error Prediction; Uncertainty Encoding.

1. Introduction

1.1. Background
Malignant melanoma (MM) is one of the common cancers among the white population [1]. It has been

shown that the presence of a large number of pigmented skin lesions (PSLs) is an important risk factor for
MM [2]. For early detection of MM, dermatologists advocate total body photography for high-risk patients.
Regular examination and comparison of the skin using 2D digital pictures collected at different times
can help identify newly-appearing, disappearing, and changing PSLs [3]. However, tracking PSLs in skin
images is time consuming and error prone with large inter- and intra-rater variability. Recently, a few works
have been proposed towards an automatic system for tracking PSLs [4, 5, 6], which mostly focused on the
PSL matching task, where the positions of the PSLs and a set of anatomical landmarks (LNDs) are assumed
to be known. In order to develop an end-to-end PSL tracking system, we need to detect the PSLs and LNDs
automatically as well as perform PSL matching. In the remaining of the introduction section, we review
the steps required for building such an automatic PSL tracking system.
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[Ref] Unary Binary Ternary Optimization approach Learning
[4] X × × Dynamic Programming ×

[14, 15] X X × Taylor expansion and Gradient descent ×
[16] X X X Taylor expansion and Gradient descent X
[17] X X × Dual decomposition ×
[18] X X X Dual decomposition ×

[19, 20, 21, 22] X × × Genetic algorithm ×
[23] X × × Expectation-maximization ×

[24, 25, 26, 27, 28, 29, 30] X X × Expectation-maximization ×
[31] X X × Marginalization ×
[32] X X X Marginalization ×

[33, 34, 6] X X × Spectral based ×
[35, 36] X X × Spectral based X

[37, 38, 5] X X X Spectral based ×
Proposed X X X Spectral based X

Table 1: Comparison between different point matching methods in terms of the order of the energy terms in the cost function (unary,
binary, and ternary), the optimization approach, and the hyperparameter learning.

LND Detection. There exist many techniques for automatic LND detection based on feature points [7, 8,
9, 10]. In general, these methods consider a set of appearance models of the LNDs and their geometric
relations to regularize the final detected LNDs. To the best of our knowledge, no work has been done on
automatic LND detection on skin-back images.
PSL Detection. A notable number of methods have been proposed for PSL segmentation on dermoscopic
images, which show close-ups on lesions, but not for skin back images in total-body photography, which
are two different problems. The following are the key existing works on PSL detection on wide-area skin
images. Sang et al. [11] detected potential PSL candidates on skin images of human arms by using feature
vectors of steerable filter responses as input to a support vector machine (SVM) classifier. Pierrard et al.
[12] applied Laplacian of Gaussian filter to enhance PSLs and then defined a saliency measurement to select
the potential enhanced structures on face skin images. The most closely related PSL detection method for
our application (i.e. back images) is the one by Lee et al. [13], in which they, first, applied thresholding
to the output of an image enhanced by an adaptive Gaussian kernel. Then, they detected potential PSL
candidates in the thresholded binary image based on geometric feature (e.g. area and elongation).
PSL Matching. Finding the mapping between the PSLs in a pair of images can be formulated as a graph
matching problem. There exists extensive research on point matching as a graph labeling problem. In
general, these methods construct a matching cost function including unary, binary, and ternay terms to
measure matching compatibilities between the single, pair-wise, and triplet-wise correspondences. A com-
mon basic constraint is that each vertex in one graph be mapped to at most one point in the other one, and
vice versa. To search for a crisp solution or a fuzzy solution different optimization approaches have been
applied to minimize the matching cost function, e.g. dual decomposition, spectral and tensor based formu-
lation, successive projections to find marginalization-matrix, gradient descent on taylor expansion, genetic
algorithm, and expectation-maximization. In Table 1, we compare the state-of-the-art point matching algo-
rithms in terms of the order of the cost function (single, pair-wise, and triplet-wise) and the optimization
approach.

Despite extensive research on graph matching, only a few works specifically focus on PSL matching.
Huang and Bergstresser [4] developed a PSL matching algorithm using a PSL-based Voronoi decomposition
of the image space. However, the Voronoi decomposition changes dramatically when one or more PSLs
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appear or disappear causing the matching to fail. To normalize PSL coordinates prior to PSL matching,
we previously proposed a landmark-based non-rigid warping of the back images to a unit-square template
[5, 6]. However, this approach suffers form the following weaknesses: it requires an accurate segmentation
of the back silhouette; the warping is influenced by all landmarks equally, even when certain landmarks
are clearly more stable than others; and undesired distortions may occur for subjects requiring large warps.

Another observation on the existing point matching algorithms is that only a few papers propose a
solution for learning the optimal set of parameters for graph matching. Leordeanu et al. [35, 16] applied
gradient descent to minimize the error of their non-convex spectral-based formulation. Caetano et al. [36]
applied a max-margin structured estimation technique to learn the parameters of quadratic assignment
relaxation problems.

1.2. Our contributions
We formulate all the aforementioned steps (LND detection, PSL localization, and PSL matching) as op-

timization problems. Our first contribution is parts-based graphical models [39] for detecting the LNDs.
The detected LNDs serve two purposes: They restrict the search space to a polygon during lesion localiza-
tion and encode the anatomical spatial context of lesions (Section 2.1). The latter encoding is a novel PSL
descriptor that we leverage for PSL matching.

Our second contribution is to improve PSL-detection approaches by using a new set of Hessian based
descriptors (Section 2.3). Applying a random forest (RF) classifier, we compute a likelihood map for the
presence of PSLs. Then, only the pixels inside the aforementioned polygon having a large likelihood value
and belonging to a large enough connected component, are used in the subsequent PSL matching (Section
2.3).

As Our third contribution, we devise a new landmark based PSL descriptor that encodes uncertainty
in the automatically detected LNDs and does not rely on any warping (Section 2.4). This descriptor is
reminiscent of shape context [27], with the key conceptual difference that we capture spatial context with
respect to the anatomical landmarks without constructing any histogram.

Similar to many medical image analysis problems, our formulations require setting objective functions
with hyperparameters. In the fourth contribution, we apply structured support vector machine (SSVM) [40]
to learn the free parameters (Sections 2.2). Thus, the proposed system is called a structured skin lesion
tracking system.

Because of the dependence of the PSL descriptors on the detected LNDs, in our final contribution, we
propose an adaptive system that, first, predicts the error in the detected LNDs and, then leverages the
measured error to adapt (on-the-fly vs offline learning) the PSL matching (Section 2.6).

In contrast to the earlier works on graph matching (Table 1), our PSL matching technique uses the
three terms (unary, binary, ternary) together using a spectral based optimization algorithm. We learn the
hyperparameters of our objective function using SSVM.

In Table 2, we compare existing works on automatic lesion tracking systems. In contrast to the previous
works on skin lesion tracking, the three tasks of LND detection, PSL detection, and PSL matching are
performed automatically. Further, our method is unique in including parameter learning and consideration
of uncertainty and predicted-error.

We evaluate the effectiveness of the different steps in our framework on 194 skin back color images (97
pairs). The results are presented in Section 3, followed by concluding remarks in Section 4.
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Method Auto Auto Auto Learning Measuring Predicting
LND PSL Matching Params Uncertainty Error

[41, 4, 6, 42, 5] × × X × × ×
[13, 12, 11] × X × × × ×
[35, 16, 36] × × X X × ×
[5] × × X × X ×
Proposed X X X X X X

Table 2: Comparison between different methods in terms of automating different steps (LND detection, PSL detection, PSL matching),
parameter learning, and consideration of uncertainty and predicted-error.

2. Method

A summary of our framework is presented in Figure 1. Given two 2D color skin images I and I ′ , the
goal is to detect PSLs in these two images and match (correspond) them. Let V represent the set of PSLs
in I (similarly for V ′ in I ′). We define a matching matrix X , such that if Vi ∈ V matches (corresponds to)
V ′j ∈ V

′ then Xij = 1 (and 0 otherwise). Corresponding PSLs must have homologous positions with respect
to anatomical landmarks (LNDs). As in [6], we use the left and right neck, shoulder, armpit, and hip points
as our landmarks and denote their spatial coordinates by Li , i = 1...8, in I (similarly for L′i in I ′). There
are three main stages in our algorithm: (i) LND Detection, (ii) PSL Detection, and (iii) PSL Matching.

In short, we formulate all the LND detection, PSL detection and matching objectives as linear combina-
tions of different terms as shown in Table 3. In Table 4, we provide a list of frequently used acronyms in
the following sections.

Problem Unknown Objective function
Weights and terms Optimization

(u: unary, b:binary, t: ternary) method

LND detection
L landmarks in image I

E(L) = wT
LφL(L,I ) wL =

[
wuL
wbL

]
φL(L) =

[
φuL (L)
φbL(L)

]
Pictorial [39]L′ landmarks in image I ′

PSL detection
P lesion locations in I

E(P ) = wT
P φP (P ,I ) wP =

[
wuP

]
φP (X ) =

[
φuP (P )

]
Random forest [43]P ′ lesion locations in I ′

PSL matching X matching matrix E(X ) = wT
MφM (X ,P ,P ′) wM =


wuM
wbM
wtM

 φM (X ) =


φuM (X )
φbM (X )
φtM (X )

 Tensor based [37]

• {φu ,φb ,φt} correspond to the unary, binary, and ternary terms, respectively.
• {φu ,wu } ∈Ru , {φb ,wb} ∈Rb , {φt ,wt} ∈Rt .
• {Ru ,Rb ,Rt} dimensions depend on the unary, binary, and ternary descriptors in our formulations.

Table 3: General formuations of the LND detection, PSL detection and matching problems in our framework.

MM Malignanet melanoma PSL Pigmented skin lesions
LND Landmark RF Random forest
SVM Support vector machine SSVM Structured SVM

Table 4: Table of acronyms.
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(a) Î , Î ′

 NrSrAr  NrSrAr

(b) φL(I ),φL(I ′)

Nl Nr

Sl Sr

Al Ar

Hl Hr

(c)

(d) L̂, L̂′ (e) V̂ , V̂ ′ (f) X̂

Figure 1: Summary of our framework. (a) Two skin back images of the same subject. (b) Computed likelihoods of the right neck,
shoulder, and armpit LNDs encoded into the RGB channels (1). (c) The tree resulting from applying the minimum spanning tree
algorithm computed in the training phase, which is used in the pictorial algorithm (Section 2). (d) Detected LNDs (1). (e) The
overlaid colored line segments connecting the PSL to the landmarks visualize the approach used to compute the landmark context
feature (14). The vertices of the black polygons are the LNDs in (d). (f) PSL correspondences (13) and two newly appearing PSLs are
highlighted within the red box.

2.1. LND Detection
The goal here is to find the LNDs L1...L8 ∈ L and L′1...L

′
8 ∈ L′ , which we formulate as an optimization

problem (similar optimization approach is applied to detect L′ in I ′):

L̂(I ) = argmin
L

wT
LφL(L,I ) (1)

wL = [w1
L...w

8
L wo

L ]T, φL(L,I ) = [φ1
L(L1,I ) ... φ8

L(L8,I ) φoL(L)]T

where Li is a 2×1 vector representing 2D spatial coordinate of the ith LND within the image domain, i.e.
the search space for the coordinates of the ith LND is the finite set of all image pixel coordinates; wL is a
vector of scalars encoding weights of the different energy terms in φ; φoL(L) =

∑
ij φ

o
L(Li ,Lj ) is the sum of

the mahalanobis distance between all landmark pairs:

φo(Li ,Lj ) = (Lij − L̄ij )TC−1
ij (Lij − L̄ij ) (2)

where L̄ij and Cij are the mean and covariance matrix of the edges (vectors) Lij = Li −Lj (connecting Li to
Lj ) in the training dataset:

L̄ij =

N∑
n=1

∗
Lkij

N
, Cij =

N∑
n=1

[
∗
Lkij − L̄ij ][

∗
Lkij − L̄ij ]

T

N − 1
(3)
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where
∗
Lk represents ground truth landmark information of the kth image. This pairwise regularization

term encourages the vector Lij to conform to a learnt graphical model.
φiL(Li ,I ) in (1), i = 1...8, are the data (unary) terms that penalize locating the ith LND at Li , each is

captured using: local binary pattern-based features [44] of the RGB and HSV channels (6 features), xy
spatial coordinates of the pixels (2 features), and Frangi et al. [45] filtered response (2 scales). Considering
a 5×5 local window, the final feature vector to compute the data terms φiL is of size 250 (=25×[6+2+2]). We
extract the aforementioned features from 200 windows (per image in the training dataset) centered around
the position of the landmarks as true positive samples and a set of randomly selected windows not near the
position of the landmarks as true negative samples. These positive and negative samples are used to train
a random forest classifier. Examples of the measured φiL, i = 1...3, are shown in Figure 1(b).

We apply the pictorial structures algorithm [39] to globally optimize the final LND detection cost func-
tion (1). The algorithm in [39] is a recursive algorithm that requires computing the regularization term
over an acyclic graph (tree) connecting the LNDs. To find the tree structure, we compute the minimum
spanning tree (MST) over a complete graph with the 8 LNDs as vertices and with edge weights set as the
covariance values of the edges [39]. Example of the computed MST tree is shown in Figure 1(c).

2.2. Structured Hyperparameter Learning
The LND optimization in (1) requires the knowledge of wL. We apply SSVM [40] to estimate wL by

minimizing a LND loss function ∆L computed over N training images:

wL = argmin
w

1
N

N∑
k=1

∆L(L̂k ,
∗
Lk) (4)

∆L(L̂k ,
∗
Lk) =

8∑
i=1

‖L̂ki −
∗
Lki ‖2 (5)

where L̂ki is the predicted position of the ith LND of the kth image; and
∗
Lki is the ground truth. Finding wL

can be formulated as a max-margin problem:

wL = min
w
‖w‖22 +C

∑
k

ξk (6)

s.t. wTφL(
∗
Lk ,I k) ≤wTφL(Lk ,I k)−∆L(Lk ,

∗
Lk) + ξk , ∀L,∀k

where the slack variable ξk represents the upper bound of the risk for the kth training sample; and C is the
weight of the regularization term. The most violated constraint in (6) is captured by:

argmin
L

wT
LφL(Lk ,I k)−∆L(Lk ∗,Lk) (7)

Substituting (1) and (5) to the above equation, it can be seen that ∆kL in (7) can be encoded into the unary
terms of (1):

argmin
L

wo
Lφ

o
L(L) +

8∑
i=1

wi
L

(
φiL(Li ,I )− ‖Lki −

∗
Lki ‖2/w

i
L

)
(8)

Therefore, the pictorial algorithm [39] is also applicable to solve the above.
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2.3. PSL Detection
The goal here is to find the PSL locations Vi , i = 1...|V |, and V ′i′ , i

′ = 1...|V ′ |. Note that since PSLs may
appear or disappear, |V | is not necessarily equal to |V ′ |. Further, in our study, PSLs must be larger than
100 pixels≈6 mm2 to be clinically relevant [13]. Therefore, to prepare ground truth for the PSLs, we select
large enough PSLs and annotate one point per PSL (please refer to Section 3 for more details on PSL ground
truth preparation).

We set our PSL descriptors using features including: local binary pattern-based features [44] of the
RGB and HSV channels (6 features), blobness and tubularness measurements resulting from singular value
decomposition of the Hessian matrix [45] at two different scales (4 features). Considering 5×5 neighbouring
pixels, the final feature vector to compute the data term of the PSLs is of size 250 (=25×[6+4]). Given the
extracted features φP (I ,p), we formulate the PSL detection problem as the optimization of the labelling of
the pixels p ∈ I of the image, such that P̂p = 1 if p is on the center of a PSL (0 otherwise):

Pp(φP (I ,p)) =
{

1 if p is on the center of a PSL
0 otherwise. (9)

Because of the high similarity between a pixel in the center of a PSL and its immediate neighboring
points, we prepare fuzzy labels for the pixels of the image by fitting Gaussians centered around the posi-
tions of the PSLs P :

∗
Pp = exp(−

D(p)2

s2
) (10)

D(p) = min
Pi∈P
‖p −Pi‖2

where D represents the distance transform of the pixels of the image with respect to the point set P . To

approximate
∗
Pp by the extracted features φP (I ,p), we use Gradient boost regression trees [46] :

P̂P =
K∑
k=1

wkhk(φP (I ,P )) (11)

where wk and hk : R|φp | 7→ R
1 are a set of weights and weak learners, respectively, which are learnt itera-

tively to minimize a loss function defined between P̂ and
∗
P :

{w,h} = argmin
w,h

1
N

N∑
k=1

∆P (P̂ k ,
∗
P k) (12)

∆P (P̂ k ,
∗
P k) =

∑
p∈Ik
‖P̂ kp −

∗
P kp ‖2

where P̂ kp is the predicted PSL score of the pth pixel of the kth image; and
∗
P kp is the ground truth set as (10).

For a novel image, we seek an approximation of the center of the PSLs in term of the weighted sum of
the outputs of the K weak learners as in (11). The search for P is restricted by the polygon defined by the
LNDs detected previously (Figure 1(d)). Given the computed likelihoods, we discretize them and choose
detected binary regions with areas larger than 100 pixels to satisfy the PSL size constraint.
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2.4. PSL Matching
The goal here is to find the matching matrix X :

X̂ (G,G′) = argmin
X

wT
MφM (X ,G,G′) (13)

wM =


wu
M

wb
M

wt
M

 , φM =


φuM

φbM

φtM

 ,
φuM (X ,V ,V ′) =

∑
ii′
Xii′abs(Vi −V ′ i′ ), {φuM ,w

u
M ,Vi ,V

′
i′ } ∈R

u

φbM (X ,E ,E ′) =
∑
ii′

∑
jj ′
Xii′Xjj ′abs(Eij −E ′ i′j ′ ), {φbM ,w

b
M ,Eij ,E

′
i′j ′ } ∈R

b,

φtM (X ,C,C′) =
∑
ii′

∑
jj ′

∑
kk′
Xii′Xjj ′Xkk′abs(Cijk −C′ i′j ′k′ ), {φtM ,w

t
M ,Cijk ,C

′
i′j ′k′ } ∈R

t

where φuM , φbM , and φtM measure matching compatibilities between the nodes, edges, and cliques; Eij and
Cijk represent an edge and a clique connecting {Vi ,Vj } and {Vi ,Vj ,Vk}, respectively.

The previous works on graph matching, which use the 2D coordinates of the nodes as node-descriptors,
compute the node, edge, and clique compatibilities as a function of the differences between the nodes-
coordinates (i.e. φ1

M ,w
1
M ∈ R

16), edge-lengths and edge-angles (i.e. φ2
M ,w

2
M ∈ R

2), triangle-area and
triangle-angles (i.e. φ3

M ,w
3
M ∈R

4) (Figure 2).

(a) (b) (c) (d)

Figure 2: Schematic representation of two graphs G1 and G2 (a) and illustration examples of the single (b), pair-wise (c), and triplet-
wise (d) compatibilities (please refer to Section 2.4 for further details).

In this work, we introduce a new graph descriptor called landmark context (LC), which encodes the
relative position of the PSL with respect to the positions of all eight 2D LNDs. Given a pixel at position p
in the image, its LC is a 16D vector computed by:

Vp =

 (p −L1)/Z
. . .

(p −L8)/Z

 , Z =
8∑
i=1

‖p −Li‖2, V ∈R16, p ∈R2. (14)

Considering our proposed 16D descriptor, the dimensionality of the weights in (13) would become: w1
M ∈

R
16, w2

M ∈ R
2 (comparing the lengths and the angle of the edges (1D)), and w3

M ∈ R
4 (comparing the area

(1D) and the angles of the triangles (3D)).
As earlier, we apply SSVM to learn the weights wM (13), which minimize a PSL matching loss function

∆M over all the images:

∆M (X̂ ,
∗
X ) = [X̂ −

∗
X ]T[X̂ −

∗
X ]. (15)

where X̂ and
∗
X are the detected and the ground truth matching matrices, respectively; � represents an

element-wise product between two matrices; and 1 is a matrix of ones of size equal to the size of
∗
X .
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2.5. Adaptive Parameter Estimation for PSL Matching

There are different selection options for
∗
X and X̂ in (15): (i) PSLs of the most similar subject(s) in the

training stage (to find the closest pairs, we calculate the similarity between the graphs as a function of the
difference between the PSLs, the sparsity of the PSLs, and the ratio of the eigenvalues of the covariance
matrix of the coordinates) (ii) PSLs of all the images in the training data; (iii) PSLs and LNDs of the images
in the training data; (iv) LNDs in the training data; and (v) LNDs of the test images (subject-specific).

The experimental results in Section 3 indicate that the last option (v), on-the-fly learning, is more useful
than offline learning (options i-iv) only when LND detection is sufficiently accurate. In the on-the-fly
learning option, the training data is created automatically from a novel image. Therefore, we learn to
predict, for a novel image, the error in the detected positions of the LNDs (as explained next) then use the
predicted error to automatically activate the on-the-fly learning of wM in (13).

2.6. LND Error Prediction
The goal here is to calculate, for a novel image, the error in the detected positions of the LNDs. Clearly,

calculating the exact error requires the knowledge of a ground truth location. The idea here is to learn,
from a training set, to predict the error using the following formulation:

∆̂L(L̂,I ) = wT
EφE(L̂,I ) (16)

wE = [wo
E ...w

27
E ], φE(L̂,I ) = [S(L̂) φoL(L̂,I ) ∇φoL(L̂,I )T... φ8

L(L̂,I ) ∇φ8
L(L̂,I )T]

where ∆̂L is the estimated error given the estimated locations L̂; S(L̂) is an asymmetry feature that mea-
sures the difference between the edges connecting the left neck, shoulder, armpit, and hip points and their
corresponding edges on the right side; φiL(L̂,I ) are the energy terms of the LND cost function in (1); ∇ is a
gradient operator:

∇φiL(L̂i ,I ) = [
∂φiL(L̂i ,I )

∂x

∂φiL(L̂i ,I )
∂y

]T

∇φoL(L̂) =
∑
ij

∇φoL(Li ,Lj ) =
∑
ij

C−1
ij (L̂ij −

¯̂Lij )

We use these features to quantify the uncertainty in the probabilistic solution. It has been shown that
the presence of uncertainty may indicate errors in the solution and this uncertainty can be quantified using
the slope of each energy term (measured by their gradients) at the computed solution [47].

In a training stage, we calculate wE knowing ∆L(L̂) = ∆L(L̂,
∗
L) (6) and φE . In the testing stage, given

a predicted error ∆̂L(L̂) with low values, we perform the on-the-fly learning on the weights of the PSL
matching algorithm, otherwise, we use the off-line learnt weights.

3. Results

We evaluated our method on 194 digital color images (97 pairs, i.e. two images per subject) of the
human back with isotropic resolution of 0.25 mm/pixel [48].

We manually prepared ground truth for the locations of both the LNDs and PSLs in all the 97x2=194
images as well as their correspondences across each pair. We annotated one point (coordinate) per LND
and PSL. We had eight LNDs in each image but the number of PSLs varied between 2 and 30 (9±8).
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Figure 3: Post-processing to refine the manual PSL locations (red markers) by relocating them to the mass centers (green markers) of
the blobness response patches around the annotated pixels (Section 3). The top row shows the image patches (centered at the positions
of the red markers) and the bottom row shows the blobness responses.

Since the manual localization of the PSLs did not fall exactly in the centre of the PSL, we resort to
an automatic post-processing step to refine the manual PSL coordinates such that it coincides with (or is
relocated to) the “centre of mass” (CoM) of the PSL. In particular, the CoM is calculated for a blobness
response (calculated as in [45]) patch of size 30×30 pixel centered around the annotated point (Figure 3).

Ten-fold cross-validation was performed for learning the hyperparameters of our objective functions
for LND detection (1), PSL detection (11), and PSL matching (13). For each of the 10 validation runs, 20
images (10 pairs) were left for testing and the remaining images were used for training.

Note that the images in our dataset were taken from the patients in a similar posture and within a
similar distance from the camera. Therefore, we had this underlying assumption that all the images are
roughly in the same scale and orientation. This assumption mainly affects the LND detection step, which is
solved by applying the pictorial algorithm [39]. This LND detection step, while not invariant to scale and
rotation, is robust to small changes to those pose factors [39].

Samples of qualitative results of the detected LNDs, PSLs, and PSL correspondences are shown in Figure
4. In the following, we report the quantitative results of the different steps. Note that the results from
[49, 13] were obtained by re-implementing the methods from the published papers.

3.1. LND Detection
Compared with our previous work reported in [5, 6], the current method detected LNDs fully auto-

matically. We achieved an average of 10.76±12.43 mm Euclidean distance error with respect to the ground
truth over 1552 LNDs in 97 image pairs (8 LNDs/image). Note that an error of ∼1 cm falls within the
typical localization variability amongst human observers [50]. In Figure 5, we show the cumulative root
mean square error (CRMSE) of the detected LNDs; CRMSE is a function that measures percentage of im-
ages having LND detection error less than a specific value, e.g.: given N images in the test-stage, CRMSE
of the ith LND, i = 1...8, with LND detection error ≤ z, CRMSE is defined as:

CRMSEi(z) =

N∑
k=1

δ
(
∆L(L̂ki ,

∗
Lki ) < z

)
N

× 100%, δ(.) =
{

1 if ∆ki ≤ z
0 if ∆ki > z

(17)

In Figure 5, it can be seen that using SSVM to learn wL ∈ R9 produces better results than SSVM-learning
of only two weights (one for the regularization and another equal weight for all data terms), i.e. wL ∈
R

2 (Figure 5). Note that when equal weights are used for all (regularization and data) terms, we obtain
unusable results, which are not included in Figure 5.
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(a) LND detection (b) PSL detection (c) PSL Matching

Figure 4: Sample qualitative results (see text for quantitative results): (a) Detected landmarks (red) using the graphical models (Section
2.1) compared with the ground truth (green). (b) Detected PSLs using the Hessian based features (red) and the method in [13] (yellow)
compared with the ground truth (green). (c) PSL matching results using the 16DLC (red) and 2DSNC (yellow) descriptors compared
with the ground truth (green) (Section 2.4).

3.2. PSL Detection
We validate the goodness of the detected PSLs in terms of true positive fraction (TPF) and positive

predictive value (PPV) computed as the following:

TPF =(Number of true positives)/(Number of true positives + Number of false negatives) (18)

PPV =(Number of true positives)/(Number of true positives + Number of false positives).

Averaged over all the images, using the Hessian based features, we achieve TPF of 0.80±0.06 and PPV
of 0.87±0.01, which outperform state-of-the-art [13] (TPF=0.68±0.18 and PPV= 0.61±0.01). Note that we
consider a detected PSL as a true positive if there is an overlap of at least 5 mm2 between the region of the
detected PSL and a ground truth.

Note that [13] does not require training data (although it had hyperparameters that were empirically
set by hand).

3.3. Structured Parameter Estimation
Figure 7(a) shows the PSL matching errors resulting from applying the different weight-learning options

(Section 2.2). First, it can be seen that considering any of the SSVM-based learnt weights drops the matching
error from about 0.3 to 0.1 (i.e. by 66.7%) compared with the non-learnt weights (e.g. equal weights).
Second, the results indicate that, given a good enough estimation of the position of the LNDs, less than
20 mm (Figure 7(a)), learning the weights based on the automatically detected LNDs of the same subject
(i.e. on-the-fly training) is more accurate and with less variability than using PSLs/LNDs from different
subjects (off-line training).

In contrast to the earlier works on graph matching (Table 1), our PSL matching technique uses the three
terms (unary, binary, ternary) together
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Figure 5: Cumulative RMSE of the eight detected LNDs when learning a single weight for all data terms, i.e. wL ∈ R2 for data and
regularization (dashed curves) and when learning the weights for the regularization and all the 8 data terms, i.e. wL ∈ R

9 (solid
curves) using SSVM (1); the left y-axis represents percentage of images. The colored bars on the right-side of each figure represent
percentage of the improvement (read of the right y-axis) resulting from the learnt parameters compared with non-learnt. X-axis is the
LND detection error computed ((16)).

CVPR09 PAMI11 MICCAI12 CVPR13

0.05

0.1

0.15

 

 

2DSNC

16DLC

(a)

AdaptiveOn−the−fly

0.06

0.13

 

(b)

Figure 6: (a) PSL matching error when using 2DSNC (gray bars) and 16DLC (green bars). (b) PSL matching errors resulting from
off-line (using LNDs), on-the-fly, and adaptive learning.

3.4. LND Context Effectiveness
Figure 6(a) shows the PSL matching errors ∆M (15) of the following matching algorithms: CVPR09 [6],

PAMI11 [37], MICCAI12 [5], and CVPR13 [49] using 2D spatially normalized coordinates (2DSNC) [6] and
our proposed 16DLC (14). In summary, all these matching methods can be implemented by setting the
objective matching functions including binary or ternary terms and applying different optimization ap-
proaches mentioned in Table 1. As it can be seen in Figure 6(a), applying 16DLC reduces the PSL matching
error for all methods.

Note that in our previous works [5, 6, 50], we examined two other node descriptors: shape context
[27] and Voronoi area [4]. The PSL matching performance resulting from applying these descriptors to
our dataset was unacceptable for the following reasons. Our PSL matching problem can be considered
as a sparse graph matching problem as the PSLs are not too dense. However, shape context relies on
constructing a log-polar histogram from a dense set of points. Voronoi area descriptor, on the other hand,
proved to be a weak descriptor for either sparse or dense graph matching because any points can have
similar Voronoi areas in the presence of dense points. Further, in the presence of outliers (e.g the presence of
newly appearing and disappearing PSLs in our work), two corresponding points could have totally different
Voronoi areas.

3.5. LND Error Prediction
Figure 7(b) shows a scatter plot of the real and the predicted LND-error, which have a statistically

significant (p-value≤0.01) correlation coefficient ρ =0.61.
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Figure 7: (a) The PSL Matching error over the RMSE of the detected LNDs without and with applying the different learning ap-
proaches to learn wM ∈ R37 weights in (13). (b) Scatter plot between the real and the predicted LND-errors. (c) PSL matching errors
resulting from off-line (using LNDs), on-the-fly, and adaptive learning.

3.6. Adaptive Learning Effectiveness
Comparing the PSL matching errors resulting from on-the-fly and adaptive learning in Figure 7(c)

demonstrates the advantage of the adaptive approach.

4. Conclusion

We presented an end-to-end automatic PSL-tracking system, which is important for early skin cancer
detection. Our results demonstrate that the accuracy of the LND detection with SSVM-based parameter
learning is similar to experts’ annotations; the PSL detection accuracy outperforms the state-of-the-art
methods; and the new PSL descriptor with the adaptive structured on-the-fly learning gives superior PSL
matching results. During the development, we also made the following computational contributions: i)
LND detection based on a structured graphical model, ii) polygon-constrained PSL detection, iii) a new
graph descriptor we call landmark context; iv) structured subject-specific hyperparameter estimation for
PSL matching; and v) LND error prediction for adaptive PSL matching. All of these contributions were
validated and shown to improve performance.

As future work, we also consider jointly solving the above mentioned problems of PSL detection and
matching. It is possible to consider the PSL detection and matching steps as two interrelated problems, and
some feedback between the matching and detection process could increase the accuracy of both individual
steps.

One of the weaknesses of our SSVM and other machine-learning approacheS for setting hyperparame-
ters is that they require training data [51]. For future work, it may be interesting to see how such parameters
may be set automatically (or at least reduce the amount of annotation the user needs to make), either by
using contextual data from the images themselves, e.g. by automatically increasing regularization when
the quality of the novel image worsens, as done in [52]. It should be noted, however, that once the method
is trained, it can operate automatically and report uncertainty in the produced results. The user can then
examine these results quickly (especially those highly uncertain ones) and approve or correct them; thus
creating training data that can be used to re-train and improve the method.
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Another limitation of our method is that it is not completely invariant to pose. Finding the globally
optimal solution for fitting a deformable template (or atlas) or statistical shape model, with unknown pose
(scale, rotation, and translation) remains an unsolved problem, despite recent progress [53, 54, 55]
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