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Abstract

Being able to explain the prediction to clinical end-users is a
necessity to leverage the power of artificial intelligence (AI)
models for clinical decision support. For medical images, a
feature attribution map, or heatmap, is the most common form
of explanation that highlights important features for AI mod-
els’ prediction. However, it is unknown how well heatmaps
perform on explaining decisions on multi-modal medical im-
ages, where each image modality or channel visualizes dis-
tinct clinical information of the same underlying biomedical
phenomenon. Understanding such modality-dependent fea-
tures is essential for clinical users’ interpretation of AI de-
cisions. To tackle this clinically important but technically ig-
nored problem, we propose the modality-specific feature im-
portance (MSFI) metric. It encodes clinical image and expla-
nation interpretation patterns of modality prioritization and
modality-specific feature localization. We conduct a clinical
requirement-grounded, systematic evaluation using computa-
tional methods and a clinician user study. Results show that
the examined 16 heatmap algorithms failed to fulfill clini-
cal requirements to correctly indicate AI model decision pro-
cess or decision quality. The evaluation and MSFI metric can
guide the design and selection of explainable AI algorithms
to meet clinical requirements on multi-modal explanation.

1 Introduction
Being able to explain decisions to users is a sought-after
quality of artificial intelligence (AI) or deep learning (DL)
based predictive models, particularly when deploying them
in high-stakes real-world applications, such as clinical deci-
sion support systems (Jin et al. 2020; He et al. 2019). Ex-
planations can help clinical end-users verify models’ deci-
sion (Ribeiro, Singh, and Guestrin 2016), resolve disagree-
ments with AI during decision discrepancy (Cai et al. 2019),
calibrate their trust in AI assistance (Bussone, Stumpf, and
O’Sullivan 2015), and ultimately facilitate doctor-AI com-
munication and collaboration to leverage the strengths of
both (Topol 2019).

To understand AI decision on medical imaging tasks, the
most common and clinical end-user-friendly explanation is
a heatmap or feature attribution map (Reyes et al. 2020). It
highlights the important regions on the input image for the
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model’s prediction. Despite many explanation algorithms
have been proposed in the explainable AI (XAI) and com-
puter vision communities (Simonyan, Vedaldi, and Zisser-
man 2014; Lundberg and Lee 2017; Selvaraju et al. 2017;
Ribeiro, Singh, and Guestrin 2016), there is a lack of system-
atic evaluation on their correctness and usefulness in medi-
cal imaging tasks. It is an open question to evaluate if the ex-
isting XAI algorithms can fulfill clinical requirements, given
these methods were originally proposed on natural images.

However, XAI evaluation is notoriously challenging and
still immature, due to complex human factors and applica-
tion scenarios. Most of the existing evaluation desiderata and
metrics are chosen or proposed by AI practitioners, with lit-
tle involvement of model end-users in this process (Jin et al.
2021). Such an engineer-centered evaluation paradigm may
be problematic in domains that require experts’ knowledge
to define the problem, such as medicine. To tackle this is-
sue, we conduct a clinical requirement-grounded, system-
atic evaluation on a real and common clinical task with
multi-modal medical images. With close collaboration with
physicians, we first formulate the clinically-important-but-
technically-ignored problem of explaining on multi-modal
medical images, then define evaluation desiderata and met-
rics based on clinical requirements.

To address the XAI evaluation problem in medical imag-
ing tasks, this work focuses on its general form of multi-
modal medical images, which are widely used in clinical
settings for critical decision-support, such as multi-pulse se-
quence magnetic resonance imaging (MRI), PET-CT, and
multi-stained pathological images. Interpreting information
from multi-modal data is a complex process in clinical
practice. Doctors usually compare and combine modality-
specific information to reason about diagnosis and differen-
tial diagnosis. For instance, in a radiology report on MRI,
radiologists usually observe and describe anatomical struc-
tures in T1 modality, and pathological changes in T2 modal-
ity (Cochard and Netter 2012; Bitar et al. 2006); doctors
can infer the composition of a lesion (such as fat, hemor-
rhage, protein, fluid) by combining its signals from different
MRI modalities (Patel et al. 2016). In addition, some imag-
ing modalities are particularly crucial for the diagnosis and
management of certain diseases (Lansberg et al. 2000).

Existing XAI methods (Simonyan, Vedaldi, and Zisser-
man 2014; Lundberg and Lee 2017; Selvaraju et al. 2017;



Ribeiro, Singh, and Guestrin 2016) are typically not de-
signed for clinical purposes. For example, the current XAI in
medical imaging analysis (MIA) mainly focuses on explain-
ing models on single image modality, which conforms with
natural image explanation settings, but over-simplifies or ig-
nores the above complex clinical decision process with med-
ical images. Further, those XAI methods may not consider
end-users’ image and explanation interpretation patterns by
design. Two clinical patterns on multi-modal explanation
were extracted based on our user study with physicians (§4):
the heatmap needs to 1) highlight important modalities and
to 2) localize important features for model prediction.

In this work, we formulate a novel problem of multi-
modal explanation to the technical community, and present
a systematic evaluation on this problem. The evaluation in-
spects two main clinical requirements of explanation: how
faithful the explanation describes the AI model’s internal
decision process, and how the human assessment of expla-
nation plausibility is indicative for model’s decision qual-
ity. We propose a computational metric modality-specific
feature importance (MSFI) that summarizes the above clin-
ical patterns on multi-modal explanation. We then conduct
a systematic evaluation on 16 XAI methods that cover the
most common activation-, gradient-, and perturbation-based
approaches in a brain tumor classification task using multi-
modal MRI. Our key contributions are:

1. We conduct a systematic evaluation on a medical imag-
ing task, that covers both quantitative and qualitative
physician evaluation, and clinical requirements grounded
computational evaluation on explanation faithfulness and
plausibility. Results show that existing methods are not
proposed to fulfill the clinical requirements of modality-
specific medical imaging explanation.

2. We formulate and tackle the novel and clinically signifi-
cant problem of multi-modal image explanation, which is
the generalized form of single-modal image explanation.

3. We propose the computational evaluation metric MSFI,
which automates the human assessment process by in-
corporating the clinical patterns of modality prioritiza-
tion and feature localization.

2 Related Work
2.1 Clinical Requirement-Grounded

XAI Evaluation Desiderata and Metrics
Existing surveys (Sokol and Flach 2020; Mohseni, Zarei,
and Ragan 2021; Vilone and Longo 2021; Došilović, Brčić,
and Hlupić 2018) outline many desiderata as proxies for
real-world outcomes to guide the design and evaluation of
XAI algorithms, such as correctness, robustness (Alvarez-
Melis and Jaakkola 2018), simulatability (Hase and Bansal
2020). We develop the critical task-specific evaluation
desiderata, which are grounded in the literature on expla-
nation correctness (Jacovi and Goldberg 2020), and in the
understandings of the clinical utility of explanation via
prior (Jin et al. 2021) and our clinical user study: the pri-
mary objectives of explanation in critical tasks are to enable
users to 1) understand why, how, and when AI works and

does not work. As a prerequisite for users to build a precise
mental model of AI, the explanation should faithfully reflect
the model decision process. 2) Explanation enables users to
verify AI decisions and identify potential errors via human
judgment on how plausible the explanation is. We summa-
rize computational metrics in prior work related to the two
clinical requirements of explanation:

Faithfulness measures how accurately the explanation re-
flects the model’s true decision process. It cannot be mea-
sured by human judgment or annotated ground truth en-
coding human prior knowledge, as humans have no idea
about a model’s internal decision process. Common evalua-
tion methods include gradually erasing or adding features to
input and measuring its effect on model performance (Yin
et al. 2021; Yeh et al. 2019; Hooker et al. 2019; Samek
et al. 2017; Lundberg et al. 2020), and constructing synthetic
datasets with known ground truth features (Kim et al. 2018).

Plausibility is the users’ assessment of how agreeable the
explanation is with their prior knowledge of the task. It re-
quires human annotated ground truth to reflect human prior
knowledge on a given task, such as feature segmentation
masks or bounding boxes. Agreement metrics comparing a
heatmap with the ground truth mask, such as intersection
over union (IoU), are widely used (Taghanaki et al. 2019;
Bau et al. 2017).

2.2 XAI Evaluation in Medical Image Analysis
Although many XAI algorithms have been proposed for or
applied in various MIA tasks (Singh, Sengupta, and Laksh-
minarayanan 2020), extensive evaluations on their correct-
ness and clinical utility are under-explored. In our ongoing
review, among 102 works (in Supplemental Material) that
apply or propose XAI algorithms for medical imaging tasks,
35% evaluated the explanation with computational metrics
only; 8% evaluated via physician user study to verify expla-
nation plausibility either quantitatively or qualitatively. Only
5% have both computational and physician evaluation.

There are very limited emerging works in which XAI
evaluation is the main focus. Recently, Singh et al. (2020)
evaluated 13 XAI algorithms on classifying eye diseases
using retina images and asked 14 clinicians to rate the
heatmaps regarding their clinical relevance (plausibility).
Concurrent with our work, de Souza et al. (2021) evaluated
five gradient-based XAI algorithms in classifying early can-
cer from endoscopic images. They used computational met-
rics to measure the agreement between heatmaps and the
ground-truth annotations of localized lesion (plausibility).
Gradient method outperformed the rest four algorithms that
best matches with doctors’ ground-truth annotations.

The above-mentioned works either evaluated XAI algo-
rithms in a case-by-case manner, or only addressed compu-
tational metrics or doctors’ ratings, without utilizing both.
To the best of our knowledge, few works conducted both
user studies and computational metrics evaluation on XAI
for MIA in a systematic manner, nor did they incorporate
clinical requirements in the evaluation. Furthermore, evalu-
ation on the problem of multi-modal medical image explana-
tions is underexplored. Our work is the first to address these
research gaps.



3 Clinical Task, Data, and Model
We present the clinical task, medical dataset, and convolu-
tional neural network (CNN) models prepared for the evalu-
ation.

Clinical Task and Data As a type of primary brain tu-
mors, gliomas are one of the most devastating cancers. Grad-
ing gliomas based on MRI could provide physicians indis-
pensable information on patients’ treatment plan and prog-
nosis. AI-based clinical decision support equipped with ex-
planations has the potential to assist neurosurgeons to pre-
dict glioma grade and their genetic biomarker status based
on brain imaging (Jin et al. 2020).

In our evaluation, we focus on the glioma grading task
to classify gliomas into lower-grade (LGG) or high-grade
gliomas (HGG). We used the publicly available BraTS 2020
dataset1 and a BraTS-based synthetic dataset (described in
§5.2). Both are multi-modal MRI with four modalities of
T1, T1C (contrast enhancement), T2, and FLAIR.

We chose this task because we have access to clinical col-
laborators who can provide clinical insights and assessment.
In addition, built upon the publicly available BraTS and its
associated TCIA dataset which contains rich clinical and ge-
nomic labels, the basic tumor grading task can easily be ex-
tended to other clinically relevant tasks such as predicting
patients’ genetic biomarker mutant status or prognosis.

Multi-Modality Learning Approaches for building CNN
models that fuse multi-modal medical images can be divided
into three categories: methods that fuse multi-modal features
at the input-level, feature-level, or decision-level (Xu 2019).
We focus on the most common setting of multi-modal med-
ical imaging learning tasks: input-level multi-modal image
fusion (Shen, Wu, and Suk 2017), in which the multi-modal
images are stacked as image channels and fed as input to a
CNN. The modality-specific information is fused by sum-
ming up the weighted modality value in the first convolu-
tional layer.

Specifically2, for BraTS dataset, we trained a VGG-like
3D CNN with six convolutional layers. It receives multi-
modal 3D MR images X ∈ R4×240×240×155. We re-
port evaluation results on the test set in a five-fold cross-
validation. We used a weighted sampler to handle the im-
balanced data. The models were trained with a learning rate
= 0.0005, batch size = 4, and training epoch of 32, 49, 55,
65, 30 for each fold selected by the validation data. The ac-
curacies of the five folds were 87.81± 3.40% (mean±std).

For the synthetic brain tumor dataset, we fine-tuned a pre-
trained DenseNet121 model that receives 2D mutli-modal
MRI input slices of X ∈ R4×256×256. We used the same
training strategies as described above. The model achieved
95.70± 0.06% accuracy on the test set.

4 Physician User Study
We conducted a user study including an online survey and
an optional within-/post-survey interview with neurosur-

1Multimodal Brain Tumor Segmentation Challenge
www.med.upenn.edu/cbica/brats2020/data.html

2Code: github.com/weinajin/multimodal explanation

geons. The survey, with a low-fidelity XAI system embed-
ded to mimic XAI usage scenario in clinical decision sup-
port, asked neurosurgeons to interpret, comment, and rate
the generated 3D multi-modal heatmaps (Fig. 1). Neurosur-
geons rated the heatmaps regarding explanation plausibility,
i.e.: “how closely the highlighted areas of the heatmap match
with your clinical judgment?” The user study was approved
by the Research Ethics Board of Simon Fraser University
(Ethics No.: H20-03588). Six neurosurgeons were recruited
and participated in the survey. Two of them participated in
the optional interview. The survey lasted for 1 hour, and the
interview lasted for 30 minutes. Details on the user study are
in the Appendix3.

T1 T1CE T2 FLAIRMRI

Heatmap

MRI+Heatmap

How closely the highlighted area of the heatmap match with your clinical judgment?

0, Not close at all Very close, 105, Somewhat close

Figure 1: 3D heatmap (in video format) and questionnaire
in the user study. Column: each MRI modality. Row: MRI,
heatmap, and heatmap overlaid on MRI. Redness indicates
the importance of that area for prediction.

We extracted clinical interpretation patterns of multi-
modal explanations using qualitative data analysis on clin-
icians’ comments. When interpreting multi-modal images,
physicians tend to prioritize modalities for a given task.

“Many of us just look at FLAIR and T1C. 90% of my time
(interpreting the MRI) is on the T1C, and then I will spend
2% on each of the other modalities.”

In addition to describing the modality importance infor-
mation, clinicians expected the heatmaps to correctly local-
ize features that are discriminative for prediction (in this
glioma grading task, it is the features inside the tumor re-
gions (Law et al. 2003; ho Cho et al. 2018)).

“This one (feature ablation heatmap, Fig. 1) is not bad on
the FLAIR (modality), it (the tumor) is very well detected.
I wouldn’t give it a perfect mark, because I would like it to

3Appendix and Supplemental: arxiv.org/abs/2203.06487
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Figure 2: Two proposed computational evaluation metrics for multi-modal medical image explanation.

prioritize the T1C (modality) instead. But I’ll give it (a score
of) 75 (out of 100).”

We further propose computational evaluation metrics
based on the clinical patterns (§5).

5 Evaluation on Multi-Modal Explanations
Our evaluation focuses on post-hoc XAI algorithms. Com-
pared to ante-hoc ones – such as attention mechanism –
the evaluation results are not confounded by model types.
Post-hoc XAI algorithms explain for already deployed or
trained black-box models by probing model parameters
and/or input-output pairs. We include 16 post-hoc XAI algo-
rithms in our evaluation, which belong to three categories:
• Activation-based: GradCAM (Selvaraju et al. 2017)
• Gradient-based: Gradient (Simonyan, Vedaldi, and Zis-

serman 2014), Guided BackProp (Springenberg et al.
2015), Guided GradCAM (Selvaraju et al. 2017),
DeepLift (Shrikumar, Greenside, and Kundaje 2017), In-
putXGradient (Shrikumar et al. 2017), Integrated Gra-
dients (Sundararajan, Taly, and Yan 2017), Gradient
Shap (Lundberg and Lee 2017), Deconvolution (Zeiler
and Fergus 2014), Smooth Grad (Smilkov et al. 2017)

• Perturbation-based: Occlusion (Zeiler and Fergus
2014; Zintgraf et al. 2017), Feature Ablation, Shapley
Value Sampling (Castro, Gómez, and Tejada 2009), Ker-
nel Shap (Lundberg and Lee 2017), Feature Permuta-
tion (Fisher, Rudin, and Dominici 2019), Lime (Ribeiro,
Singh, and Guestrin 2016)

A detailed review of these algorithms and heatmap post-
processing method are in the Appendix. Next, we describe
the metrics to evaluate multi-modal explanation. Corre-
sponding to the above clinical patterns on multi-modal ex-
planation, we propose two new evaluation metrics (Fig. 2) at
different granularity levels: 1) Modality importance (MI): it
measures a model’s overall importance of each modality as a
whole; and 2) Modality-specific feature importance (MSFI):
it measures how well the heatmap can localize the modality-
dependent important features in each modality.

5.1 Modality Importance (MI)
Corresponding to the clinical pattern on modality priori-
tization, MI uses importance scores to indicate how crit-
ical is a modality to the overall prediction. To determine
the ground-truth MI, we use Shapley value from cooperative
game theory (Shapley 1951), due to its desirable properties
such as efficiency, symmetry, linearity, and marginalism. In
a set of M modalities, Shapley value treats each modality m
as a player in a cooperative game play. It is the unique so-
lution to fairly distribute the total contributions (in our case,
the model performance) among each individual modality m.

Shapley value-based MI ground-truth We define the
modality Shapley value φm to be the ground truth MI value
for a modality m. It is calculated as:

φm(v)=
∑

c⊆M\{m}

|c|!(M − |c| − 1)!

M !
(v(c ∪ {m})− v(c)),

(1)

where M\{m} denotes all modality subsets M not includ-
ing modality m, and v is the model performance metric. In
our evaluation, we defined v as the test set accuracy, and the
accuracy on a subset of modalities v(c) and v(c∪{m}) was
calculated by setting all values to 0 for modalities that were
not included in the subset. We denote such modality Shapley
value as φmod

m .

MI correlation To measure the agreement on modality
importance between heatmaps and the ground-truth modal-
ity Shapley value, for each post-processed heatmap, we cal-
culate a vector of estimated MI as the sum of all positive val-
ues of the heatmap for each modality. MI correlation mea-
sures the MI ranking agreement between the ground-truth
φmod and the estimated MI, calculated using Kendall’s Tau-
b correlation. MI correlation is a measure of explanation
faithfulness, since the ground-truth Shapley value reflects
the model’s internal decision process, and is calculated with-
out human prior knowledge.



5.2 Modality-Specific Feature Importance
(MSFI)

MI prioritizes the important modality, but it is a coarse mea-
surement and does not examine the particular image features
within each modality. We further propose MSFI metric that
corresponds to the clinical pattern on both feature local-
ization and modality prioritization. MSFI combines two
ground-truth information: MI and modality-dependent im-
portant features. Specifically, for each modality m, MSFI
calculates the portion of heatmap values Sm inside the
ground truth feature localization mask Lm, weighted by MI
φm (which is normalized to [0, 1]):

M̂SFI =
∑
m

φm

∑
i 1(L

i
m > 0)⊙ Si

m∑
i S

i
m

,

MSFI =
M̂SFI∑
m φm

,

where i denotes the spatial location of heatmap Sm; 1 is the
indicator function that selects heatmap values inside feature
mask Lm; M̂SFI is unnormalized, and MSFI is the normal-
ized metric in the range [0, 1]. A higher MSFI score indicates
a heatmap is better at highlighting important modalities and
their localized features. If the feature localization annota-
tions Lm reflects human prior knowledge on the given task,
then MSFI is a metric on explanation plausibility. Otherwise
if Lm reflects the intrinsic knowledge the model learned (as
in the later subsection on a synthetic dataset), MSFI can also
be used as a metric for faithfulness. Unlike other ground-
truth similarity metrics such as IoU, MSFI is less dependent
on either heatmap signal intensity, or area of the ground truth
localization mask, which makes it a robust metric. Next, we
describe our evaluation experiments of applying MSFI on a
real dataset (BraTS) and a synthetic dataset.

MSFI Evaluation on a Medical Image Dataset of Real
Patients We use the same BraTS data and model as in
§5.1. To make the ground truth represent the modality-
specific feature localization information, we slightly change
the way to compute the modality Shapley value φm. We de-
fine φfeat

m to be the importance of the localized feature on
each modality. Specifically, instead of ablating the modal-
ity as a whole to create a modality subset c in Eq. 1, we
zero-ablate only the localized feature region defined by the
feature localization map. We calculate MSFI score with the
new ground truth φfeat

m .

MSFI Evaluation on a Synthesized Dataset with Control-
lable Ground Truths To better control the ground truths
of modality importance and feature localization, we use a
synthetic multi-modal medical image dataset on the same
brain tumor grading task. To control the ground-truth of fea-
ture localization, we use the GAN-based (generative adver-
sarial network) tumor synthesis model developed by Kim,
Kim, and Park (2021) to generate two types of tumors and
their segmentation maps, mimicking low- and high-grade
gliomas by varying their shapes (round vs. irregular (ho Cho
et al. 2018)).

To control the ground-truth of modality importance, in-
spired by Kim et al. (2018), we set tumor features on T1C
modality to have 100% alignment with the ground-truth la-
bel, and on FLAIR to have a probability of 70% alignment,
i.e., the tumor features on FLAIR corresponds to the correct
label with 70% probability. The rest modalities have 0 MI
value, as they are designed to not contain class discrimina-
tive features. The model may learn to pay attention to ei-
ther the less noisy T1C modality, or the more noisy FLAIR
modality, or both. To determine their relative importance as
the ground truth MI, we test the well-trained model on two
datasets that only show tumors (without the background of
normal brain tissue) in all modalities:

• TIC dataset: The tumor shape feature has 100% align-
ment with the ground-truth label in T1C modality, and 0%
alignment in FLAIR. Its test accuracy is denoted as AccT1C.
• FLAIR dataset: The tumor shape feature has 100%

alignment with ground truth in FLAIR modality, and 0%
alignment in T1C. Its test accuracy is denoted as AccFLAIR.

The test performance AccT1C and AccFLAIR indicate the
degree of model reliance on that modality to make predic-
tions. We use them as the ground truth MI. On the test set,
AccT1C = 0.99, AccFLAIR = 0. In this way, we constructed
a model with known ground truth of MI = 1 for T1C, and 0
for the rest modalities. The MSFI in this case is a metric for
faithfulness, as both ground truths are known and baked in
the model decision process. We then generate heatmaps on
top of the model, and calculate their MSFI.

6 Evaluation Results
6.1 Modality Importance Correlation
The MI correlation results are shown in Table 1. Ex-
cept for certain XAI algorithms (GradCAM, KernalSHAP,
Feature Permutation) that could only generate one same
heatmap explanation for all modalities (non-modality-
specific heatmap), in general, most algorithms correctly
identified the important modalities for model decision, in-
dicating they were faithful at the modality level, but with
large variances among individual data points.

6.2 Modality-Specific Feature Importance
MSFI Results on BraTS Dataset For all heatmap algo-
rithms, their mean MSFI scores are in the middle to lower
range, with large variances among individual data points
(Table. 1, Fig. 3-top). To test whether human judgment of
heatmap plausibility measured by MSFI can be indicative of
the model’s decision quality, we divided the data into cor-
rectly or incorrectly predicted groups. For each algorithm,
we tested whether there was a significant difference regard-
ing their MSFI scores between the two groups using Mann-
Whitney U test, and the significant level for each algorithm
is shown in Table 1. Despite some algorithms showing sta-
tistical significance, due to large variances, such significance
may not be easily captured by clinical users, as the visual-
ized MSFI distributions of the correctly and incorrectly pre-
dicted groups were overlapping with each other (as shown
by the blue and red dots in Fig. 3-top). This indicates assess-
ing heatmap quality may not be a reliable signal for physi-



. . . . . . .MSFI
( . . . . . . . .BraTS) . . . . . .Stat. . . . . .Sig. MSFI

(Synthetic)
MI

Correlation diffAUC . . .FP . . . . .IoU . . . . . . . . . . .Doctors’
. . . . . . . . .Rating

Speed
(second)

Guided BackProp 0.48±0.33 NS 0.49±0.21 0.80±0.27 0.21±0.24 0.34±0.29 0.02±0.01 0.6±0.1 1.7±1.1
Guided GradCAM 0.50±0.36 ⋆⋆ 0.42±0.29 0.81±0.26 0.26 ± 0.25 0.37±0.31 0.02±0.02 0.1±0.0 2.2±1.4
InputXGradient 0.51±0.32 ⋆ 0.23±0.14 0.87±0.16 0.17 ± 0.12 0.40±0.30 0.08±0.05 0.1±0.0 1.7±1.1
DeepLift 0.54±0.34 ⋆ 0.22±0.23 0.53±0.45 0.19 ± 0.14 0.43±0.32 0.08±0.05 0.6±0.2 3.8±2.0
Integrated Gradi-
ents 0.48±0.31 ⋆ 0.22±0.19 0.73±0.39 0.17 ± 0.12 0.36±0.28 0.08±0.05 0.5±0.0 62±29

Occlusion 0.28±0.26 ⋆ ⋆ ⋆ 0.22±0.25 0.60±0.33 0.13 ± 0.15 0.18±0.19 0.03±0.02 0.6±0.2 989±835
Gradient Shap 0.48±0.31 ⋆ 0.22±0.19 0.53±0.40 0.17 ± 0.12 0.36±0.28 0.08±0.05 0.5±0.0 6.8±3.0
Feature Ablation 0.48±0.30 ⋆ ⋆ ⋆ 0.19±0.23 0.27±0.44 0.30 ± 0.15 0.35±0.28 0.05±0.06 0.4±0.4 74±23
Gradient 0.34±0.23 NS 0.19±0.13 0.47±0.16 0.05 ± 0.09 0.20±0.16 0.02±0.01 0.6±0.6 1.8±1.1
Shapley Value
Sampling 0.38±0.24 ⋆ ⋆ ⋆ 0.10±0.10 0.47±0.65 0.35 ± 0.04 0.25±0.21 0.04±0.05 0.2±0.1 2018±654

Kernel Shap 0.28±0.25 ⋆⋆ 0.08±0.08 NaN 0.26 ± 0.16 0.18±0.20 0.06±0.08 0.1±0.0 194±100
Feature Permuta-
tion 0.23±0.26 NS 0.08±0.07 NaN 0.05 ± 0.05 0.13±0.18 0.05±0.07 0.1±0.0 14±2.2

Lime 0.24±0.21 ⋆⋆ 0.05±0.07 0.53±0.58 0.37 ± 0.08 0.14±0.16 0.05±0.06 0.1±0.0 341±181
Deconvolution 0.26±0.23 NS 0.04±0.02 0.73±0.39 0.11 ± 0.21 0.17±0.17 0.02±0.01 0.4±0.4 1.8±1.0
Smooth Grad 0.27±0.17 ⋆ 0.03±0.02 0.67±0.00 0.29 ± 0.25 0.16±0.12 0.02±0.01 0.7±0.1 12±6
GradCAM 0.04±0.03 ⋆ ⋆ ⋆ 0.02±0.02 NaN 0.16 ± 0.19 0.02±0.01 0.02±0.01 0.0±0.0 0.6±0.3

Table 1: Evaluation results. The table shows mean ± std for each XAI algorithm regarding different evaluation metrics on the
test set. Metrics are in the range [0, 1] (except for diffAUC and MI which is [−1, 1]), the higher, the better. Metrics for faith-
fulness and plausibility are marked with dotted and solid underline respectively, with bolded text indicating the top faithfulness
performance for a metric. Stat. Sig. tests the correlation between MSFI (BraTS) score and the two groups of correct/incorrect
predictions, with ⋆ indicates p < 0.05; ⋆⋆ for p < 0.01; and ⋆⋆⋆ for p < 0.001; NS for not significant. “NaN” in MI is because
the heatmap is not modality-specific and the correlation is not computable. Speed is the time spent to generate a heatmap.

cians to get alerted to AI model’s potential decision flaw.
This finding echoes with the prior study on the heatmaps’
poor diagnosing capability for model generalization (Vi-
viano et al. 2021). In summary, all examined algorithms
did not fulfill the clinical requirement of being indicative of
model decision quality via users’ plausibility judgment.

MSFI Results on the Synthetic Dataset With known
ground truths on important modalities and features to assess
faithfulness at the fine-grained feature level, the results (Ta-
ble 1, Fig. 3-bottom) showed the examined algorithms had
poor agreements with the ground truths, indicating their low
faithfulness performances at the modality-specific feature
level: even for algorithms that had relatively higher MSFI,
the scores were less than 0.5. In addition, their faithfulness
performances were not stable, with large variances across
data points.

6.3 Comparison with Non-Modality-Specific
Evaluations

We utilized additional existing metrics that are non-modality
specific. To evaluate faithfulness, we iteratively ablated the
input from the most to the least important features according
to the heatmap, and plotted the relationship between gradual
feature ablation and model accuracy. We used diffAUC to
quantify the degree of performance deterioration by calcu-
lating the difference of area under the curve (AUC) between
an XAI algorithm and its random ablation baseline. The low
diffAUC scores in Table 1 indicates a low level of faithful-
ness at the non-modality-specific feature level.

To quantify non-modality-specific plausibility, we used

metrics of IoU and feature portion (FP, the sum of heatmap
values inside the ground-truth feature mask over the total
values). We inspected the relationship between MSFI and
the non-modality-specific metrics: MSFI had a strong Pear-
son correlation (0.96) with FP, and a moderate correlation
(0.55) with IoU. MSFI can be regarded as a generalized form
of FP: it requires the same ground-truth annotation as of IoU
and FP, and has the advantage to incorporate the clinical in-
terpretation pattern of modality prioritization.

Physicians’ average quantitative rating on heatmap qual-
ity had moderate correlation with MSFI (0.43) and FP
(0.43), and low correlation with IoU (0.26). In addition,
physicians’ inter-rater agreement on the heatmap quality is
low (Krippendorff’s Alpha = 0.16, Fleiss’ kappa = -0.017),
indicating that doctors’ judgment of heatmap quality could
be very subjective.

7 Discussions
Existing XAI Algorithms Failed to Fulfill Clinical Re-
quirements The examined 16 post-hoc heatmap algo-
rithms failed to meet the clinical requirements, as they were
not faithful to the model decision process at the feature level
(evidenced by the low and unstable MSFI on synthetic data
and diffAUC), and users’ plausibility judgment of the expla-
nation was not indicative of the AI model decision quality
(evidenced by the MSFI (BraTS) statistical test and its dis-
tribution visualization). The poor and unstable explanation
performance may lead to undesirable consequences in clin-
ical settings. For example, in our user study, we observed
doctors tend to assume the explanation is totally faithful to
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Figure 3: MSFI scores of the evaluated 16 heatmap algorithms. The swarm and its overlaid violin plots show the evaluation
score distribution of MSFI on BraTS (top) and synthetic dataset (bottom). X-axis is each heatmap method. Y-axis is the MSFI
score, with a higher score indicating better alignment of a heatmap with the clinical patterns on modality prioritization and
feature localization. For the bottom plot, red crosses indicate the means, and there was a statistically significant difference in
MSFI among the 16 heatmap methods as determined by Friedman test, and the top methods have their name marked with ∗
(determined by not significantly different from the top two means using post-hoc Nemenyi test).

the model’s decision process (which aligns with prior find-
ings (Kaur et al. 2020)), therefore would take or reject the
model’s suggestion by judging the plausibility of the expla-
nation. Given doctors’ mental model on the assumption of
totally faithful explanation, the evaluation for faithfulness
should be put ahead of the evaluation for plausibility on
model decision quality indication. Future work needs to pro-
pose explanation methods that are both faithful to the model
decisions, and the plausibility assessment is more indicative
of model decision quality.

Real-World Application of MSFI The proposed MSFI
can be regarded as a proxy for physicians’ manual assess-
ment of heatmap quality. By automatically quantifying hu-
man assessment, MSFI helps AI practitioners to automate
the XAI algorithm selection/optimization process to iden-
tify algorithms whose plausibility measure has a high corre-
lation with model decision quality. MSFI can be applied to
other multi-modal medical image tasks. It requires feature
masks on a batch of test data which can be generated by hu-
man annotation or trained models. Depending on the task,
the feature masks could be modality-specific or the same for
all modalities (as in the case of BraTS dataset). The MSFI
metric is the first step towards tackling the clinically impor-
tant problem of multi-modal explanation.

8 Conclusion
Explainable AI is an indispensable component when imple-
menting AI as a clinical assistant on medical image-related
tasks. In this work, we investigate the essential question
raised in both machine learning and clinical fields: Can ex-
isting XAI methods fulfill clinical requirements on multi-
modal explanation? We conduct a clinical requirement-
grounded, systematic evaluation to answer this question, in-
cluding both computational and physicians’ assessment. By
incorporating physicians’ clinical image and explanation in-
terpretation patterns into the evaluation metric, we propose
MSFI that encodes both modality prioritization and feature
localization. Our evaluation with 16 existing XAI algorithms
on a brain tumor grading task shows that, the existing XAI
algorithms are not proposed to fulfill the clinical require-
ments on multi-modal medical imaging explanation. This
work sheds light on the risk of directly applying post-hoc
XAI methods on black-box models in multi-modal medi-
cal imaging tasks. Future work may incorporate the infor-
mativeness of MSFI for decision quality into the objective
function, and propose new heatmap methods to truthfully re-
flect the model decision process and quality. Ultimately, we
expect this study can help increase awareness of trustworthi-
ness in AI for clinical tasks and accelerate other applications
of AI for healthcare.
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