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ABSTRACT

Top-N item recommendation is one of the important tasks of re
ommenders. Collaborative filtering is the most popular apph
to building recommender systems which can predict ratiogsf
given user and item. Collaborative filtering can be exterfdetbp-
N recommendation, but this approach does not work accyrfel
cold start users that have rated only a very small numbeenfst
In this paper we propose novel methods exploiting a trust ot
to improve the quality of top-N recommendation. The first noek
performs a random walk on the trust network, consideringtime
ilarity of users in its termination condition. The secondtinog
combines the collaborative filtering and trust-based aggiro Our
experimental evaluation on the Epinions dataset demdastthat
approaches using a trust network clearly outperform thialcota-
tive filtering approach in terms of recall, in particular fmld start
users.
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1. INTRODUCTION

With the rapidly growing amount of information available the
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Typically in a recommender system, we have a satsafrsand
a set ofitems Each usew rates a (small) subset of the set of all
items with some numeric score, e.g. on a scale from 1 to 5. The
recommender system has to predict the unknown rating faceou
useru on a non-rated target itermnbased on the known ratings.
Collaborative filtering [3] methods make recommendatioasell
on the ratings of item by a set of users whose rating profiles are
most similar to that of user. This approach is most effective when
users have expressed enough ratings to have common ratitings w
a good number of other users, but it performs poorly for deda
cold start users, i.e. new users who have expressed onlyfesry
ratings. This is due to the fact that cold start users, hawirly a
few ratings, are unlikely to have users with similar ratimgfipes.

With the advent of online social networks, the trust-based a
proach to recommendation has emerged. This approach assume
trust network among users and makes recommendations based o
the ratings of the users that are directly or indirectly tedsby u.
Trust-based recommenders can make recommendations aadong
a new user is connected to a large enough component of the trus
network. Therefore, trust-based methods tend to outparfml-
laborative filtering methods for cold start users.

Predicting the rating of user on target item; is not the only
task of a recommendation system. Often a user does not teques
the prediction of the score for a particular item, but wistoesbtain
a ranked list of items that he has not yet rated but is likelyate
highly. This problem definition may be more natural in parc in
the common scenario that there is a very large number of isgmds
that the user is not aware of all of the existing items. Thik ta
referred to asop-N item recommendatian the literature[1][6][7].

Collaborative filtering methods, first proposed for predigtat-
ings of single items, have been extended for top-N recomaend
tion[1][6][7], but they inherit the weaknesses of these et for

WWW, it becomes necessary to have tools to help users totselec 4 start users.

the relevant part of online information. To satisfy this deeec-

In this paper, we explore the trust-based approach to taeN i

ommender systems have emerged, e.g. there are popular-reconyecommendation in order to improve the recommendationitgual

menders for movids book<, music, and so on.
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in particular for cold start users. The first method propasddnds
the random walk method that we recently introduced [4]. Tdre r
dom walk method is accurate for predicting ratings of sirigms,
since the random walks continue until ratings for the taitgh

or similar items are found. However, it is not as effective tfap-

N item recommendation, since the direct and indirect neaghin
the trust network often have many highly rated items, othan the
items actually rated highly by the source user, and the randalk
likely will not reach ratings for the actual top-N items foer away

in the trust network. Therefore, we propose a second metbiod f
top-N item recommendation which combines the trust-based a
the collaborative filtering approach, performing a weighteerge

of the results from both approaches. This method combines th



strength of collaborative filtering, higher density of theighbor-
hood for normal users, with the strength of trust-basedmegen-
dation, good performance for cold start users.

The rest of the paper is organized as follows: Section 2 wevie
some related work. Preliminaries and problem definitioniratre-
duced in section 3, as well as baseline methods which extsgrd u
based and item-based collaborative filtering approachetfoN
recommendation. In section 4, we propose novel methods-to ex
ploit the trust network. Our experimental results are dised in
section 5, and section 6 concludes the paper with a summalry an
some directions for future research.

2. RELATED WORK

Most state of the art methods for recommendation address the
problem of predicting a single rating for a user. Howeveer¢h
has also been some work on top-N recommendation, which is re-
viewed in this section. [1] and [5] deal with Boolean ratirfoli-
cating whether an item was purchased), while [6], [7] ancdgdl
with numeric ratings (integer-valued scores). All of theseth-
ods adopt the collaborative filtering approach, none of tleam
plores the trust-based approach. Generally, collaberdiliering
approaches find a neighborhood of similar users and ranketesi
rated by these users to perform top-N recommendation. |egbe
ond subsection, we discuss trust-based approaches foreatep
tion of a single rating.

2.1 Top-N Recommendation

[1] is one of the first works addressing the problem of top-N
recommendation. They extend the item-based collaboréliee-
ing method[11] and present two alternative item-to-itemikgr-
ity measures. The first one models the items as vectors in the
user space and uses the cosine function to measure thergimila
whereas the second one uses a technique based on the amiditio
probability between two items. The second measure carreliffe
tiate between users with varying amounts of historicalrimfation
as well as between frequently and infrequently purchaseadsit To
perform the actual recommendation, the top similar itere<am-
puted for each item purchased by the target user, items akeda
according to the frequency of appearing in the set of siniiéamns
for different items purchased, and the top-ranked N iterasres
turned. Intuitively more similar items should have more a&opon
the recommended items, but this is not supported. In additios
method cannot handle cold start users well, since thess hage
purchased only few items which do not provide enough infaiona
to compute the top-N recommended items.

[5] also employs item-based collaborative filtering for-tdpec-
ommendation and introduces various evaluation metricsofoiN
recommendation. Since they are using item-based collaberfd-
tering, they have similar issues with cold start users anlai
items as the previous method.

[6] is another work exploring the item-based collaborafiiter-
ing approach, taking user feedback into account. They ctenpu
an error matrix recording the difference between the acataigs
and the predicted ratings. For a source usand a target item
for which » has not expressed a rating, the predicted rating is com-
puted by summation of the average error on predictions.fand
the average error on predictions forThe error matrix is updated
upon receiving a new actual rating. This model is also unable
handle users and items with few ratings.

[7] builds a top-N recommendation method on top of existing
recommendation systems for single ratings. They obseatettle
prediction accuracy decreases with increasing ratingmad. There-
fore, various methods are presented that filter out itemis kigh

rating variance. Since this approach reduces the divessitgms
among the recommendations over all users, another metipod-is
posed which does not filter out, but only penalizes high vesa
items. Variance-based filtering and weighting can be agpie
any top-N recommendation algorithm including memory-dese
model-based collaborative filtering (which are considerefir])
and the new methods presented in this paper.

[9] has exploited user-based collaborative filtering tofqren
top-N recommendation. They introduce the Belief DistrittAl-
gorithm that computes the belief (distribution) of ratiriffetences
instead of point estimates of the rating as done by existiethous.
They estimate the belief difference between each usensgeeat-
ing and the estimated rating on the items. The predicteefdif-
ference for the source user and a given item is computed atediad
to the source user’'s average rating to obtain the predicteagr
Finally, the items having one of the top-N predicted ratiagsre-
turned as the recommended items. This method is an extension
of the collaborative filtering algorithm for top-N recomnation
which is orthogonal to our work.

2.2 Trust-based Recommendation

In this subsection, we discuss trust-based methods forette r
ommendation of the rating of a single item.

TidalTrust[2] performs a modified breadth first search intthet
network to compute a prediction. Basically, it finds all ratevith
the shortest path distance from the source user and agegsdbair
ratings weighted by the trust between the source user arse the
raters. To compute the trust value between usessdv who are
not directly connected, TidalTrust aggregates the truktevhe-
tweenu's direct neighbors and weighted by the direct trust values
of v for its direct neighbors.

[8] introduces MoleTrust. The ideas used in MoleTrust artthiFi
Trust are similar, but MoleTrust considers all raters upriteximum-
depthwhich is given as an inputmaximum-deptlis independent
of any specific user and item. Also, to compute the trust vhbie
tweenu andwv, a backward exploration is performed. It means
that the trust value fromu to v is the aggregation of trust val-
ues betweem and users directly trusting weighted by the direct
trust values. It should be noted that TidalTrust[2] consdanly
paths with the shortest distance instead of all paths ofttheng to
maximum-depthMoreover, TidalTrust does not perform the back-
ward exploration.

TrustWalker[4] has been introduced as a random walk method
to combine the trust-based approach and item-based CFaabpro
for predicting the rating of single items. TrustWalker pers ran-
dom walks on the trust network to find ratings for the targemis
or similar items. The stopping criteria for a single randomlkv
at a certain user(node) depends on the similarity of iterresiry
that user and the target item, and on the current step of titona
walk. In this paper, we extend this work to perform top-N meo
mendation.

3. PRELIMINARIES

A recommender system assumes a set of users{u1, ... un }
and a set of item$ = {i1, ... ixr }. Each usew rates a set of items
I, = {iuy,... tu,}. The rating of usew on items is denoted
by 7..;. 7., can be any real number, but more often ratings are
integers, e.g. in the rangg, 5]. In a trust-based system, there is
also a trust network among usersulfrustsv, then there is a value
tu,» for this trust which is a real number [, 1]. Zero means no
trust and one means full trust. Binary trust networks arentlost



common trust networks (AmazbreBay’, ...), and we use a binary
trust matrix in this paper. We defifg, = {v € U| ty,, = 1}
whereT,, denotes the set of users directly trustedubyThe trust
network can be representd as a directed gf@ph< U, T > where

T = {(u,v)] u € U, v € T,}. Nodes correspond to users, and
edges correspond to trust statements between pairs of users

The common task of recommendation is as follows: Given a user
u € U and anitem € [ for whichr, ; is unknown, predict a rating
for w on itemi. We callu the source user anidhe target item. The
predicted rating is denoted Iy, ;. Typically, users rate only a very
small percentage of the items, angl; is unknown for most pairs
(u,1).

The problem of top-N item recommendation can be formalized
as follows: Given a usew, recommend a set of items, where
|I.| < N andi, NI, = (. Note that the result is a set, not a list,
of items, i.e. the rank within the collection of resultingrits does
not matter.

Existing top-N item recommender systems find a neighborhood
of similar users and rank the items rated by these users torper
top-N recommendation. In the following subsections, wesene
two extensions of collaborative filtering for top-N recommde-
tion, which we will use as baseline methods in our experisment
We describe the approach for systems with integer valuagsti
similar to [9][7][6].

3.1 User-based CF for Top-N
Recommendation

Using user-based collaborative filtering for top-N recomdse
tion has been proposed in [9]. We use this approach as one of ou
baseline methods in this paper, replacing the standar¢&eaor-
relation by a novel similarity measure introduced in [4]. this
subsection, we describe the details of the user-basedodditive
filtering approach for top-N recommendation. In this apptave
first find the topK similar users to the source userdenoted by
N, . The similarity measure we use is defined in equation 2. Each
userv € N, has rated a set of iten’s. We aggregate the list of
items rated by similar users. Then we find the top-N highlykeah
items in this aggregated list and return them as the top-Nmec
mended items. In the aggregated list, the aggregated raitieach
item ¢ would be:

~ _ ZUEN1“’L'EIU SUMu,v X Tv,i
Z'L}ENu,iEIU SUMu,v

rcu,i -
In the above equation.,, ; is the predicted rating of itemfor

the source user using CF. The top-N recommended items are the
items with the top-N highest values 6f,, ;. sim.,. iS a metric
which is related to correlation of ratings of usersindv. Similar
to [4], we consider two factors affectingm.,,..: The correlation of
ratings expressed hy andv, and the size of set of common items
rated by both, andwv.

@)

_
1 —+ e*‘Ucu,v‘/Q

@)

Here, corr,,, is the Pearson correlation of ratings of users
andv. UC,,, is the set of common items rated by batrandv.
Basically, we punish the similarity of users who have a fesmis
rated in common by considering a sigmoid functiontef’,, ., as
a factor insim,,,,. It should be noted that we ignore users with
negative correlations, since they are anti-correlatedhéosburce
user.

S81My,p = COTTy,p X

“www.amazon.com
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3.2 Item-based CF for Top-N

Recommendation

The idea of item-base collaborative filtering for top-N neco
mendation has been used in [1][5]. But the rating matrix thay-
sider is only a binary matrix. Basically users have a baski¢tims,
instead of ratings on items. In this section, we describdtéme-
based approach for top-N recommendation in ratings syssean-a
other baseline method in this paper. In this approach, fcin éam
rated by the user, we find the set of tApsimilar items to that item,
N;, and aggregate these items to compute the set of top-N recom-
mended items. We use equation 4 to compute the similarifies o
items. Notice that since the source ugdras already expressed rat-
ings on items ir/,,, we can not choose all items rated by the source
user and find similar items to them. Instead, we just choogeli
rated items. Basically we defing, = {i € IL.|ru; = maz.},
wheremaz, = maxiecr, ;- We compute a score ifv; for all
items: rated byu as follows:

>

JEI] iEN;

S; —

(©)

STy,

In the above equation; is the score computed for each itém
similar to one of the items ii;,. The top N items with highest val-
ues ofs; will be returned as the top-N recommended iterisa; ;
measures the similarity of itemisandj. Similar to the user based
CF, we computa&im;, ; as follows:

1
14 e~ 1UCq,;1/2

4)

Here, corri, j is the Pearson Correlation of ratings for iteins
andj. Also UC; ; is the set of users who have rated botand
j. Notice that in [1], they do not distinguish similar usersl ail
similar items are being considered as the same. In othersyord
values ofsim; ; are being considered as 1. But in this definition,
we are able to put more weights on items more similar to items
rated by the source user.

S1my;,j = corri; X

4. TRUST-BASED APPROACHES TO
TOP-N RECOMMENDATION

In this section, we propose novel methods which exploitttrus
networks to improve the quality of top-N recommendation.

4.1 Random Walk Approach

Recently, in [4] we presented a random walk method to combine
the trust-based and item-base approaches for predicticatiofys
on single items. In this subsection, we extend this appré@acéc-
ommend top-N items for a source user

Starting from uset;, we perform a random walk on the trust net-
work. Each random walk stops at a certain user. Then the items
rated highly by that user will be considered as the recommend
items, ordered according to the ratings expressed by tleat \We
perform several random walks to gather more informationcama-
pute a more confident result. The estimated rating of eachige
the average of ratings for that item over all raters considlerAt
the end, we output items with the highest estimated ratirig@a
recommended items. Similar to [4], we compute the variaftieeo
estimated rating for items and continue performing furtiaedom
walks until the variance converges.

Now, we discuss the details of a single random walk. We start
each random walk from the source user At each nodev, with
probability ¢,, ., we stop the random walk and return items rated



by v. With probability 1 — ¢, we continue the random walk to
one of the neighbors af. We select the neighbor af uniformly
from directly trusted neighbors of ¢, . depends on the similarity
of userv with the source user. The more similar they are the more
likely the random walk stops at Also, the further away from the
source user we go in the network, the probability of stopyhey
random walk should get higher to avoid noisy data locate¢sn

the source user. So we denote the probability of stopping at node
v by ¢, Wherek is the current step of the random walk. Similar
to [4], we define this probability as follows:

simu,u) « 1
2 1+ek/2

In the above equationsim,,,, is computed using equation 2.
Since the values ofim, ., are in the range [-1,1], we shift the
values of similarity to get a value in the range [0,1] that &en
interpreted as a probability. Basically, «ifis not similar tou at
all (sim.,» is a very small positive number), this offset allows the
random walk to still have the possibility to stopatBut if sim.,, .
is close to -1, the probability of stoppingatvould be very close to
zero, and the random walk will most likely continue to find ey
user in the network.

Notice that the factorlﬂlfk/z is a sigmoid function which in-
jects the effect of the current step of random walk into tlegging
probability. Using the sigmoid function to consider thepsté ran-
dom walk () was introduced in [4]¢.. ., depends on the similar-
ity of usersu andwv, while the stopping criteria in [4] depends on
the similarity of items rated by and the target item. This is due
to the different tasks being performed, in particular thHeneo tar-
get item in top-N recommendation. The intuition behind tleg/n
stopping probability in this paper is that users with simiiating
patterns are more likely to agree on their top-N items.

Alternatively, we can ignore the effect of similarity angjwse
the trust network in our random walk. In other words, we set
Qu,v ks = 1+e+k/2 We evaluated both alternatives in our ex-
periments. It should be noted that we also associate a ptaame
max Depth with the random walk approach which determines the
maximum depth to which a random walk can be continued. Ran-
dom walks are forced to terminate aftexiz Depth steps.

¢u,v,k - (05 + (5)

4.2 Combined Approach

When a user trusts another userit does not necessarily mean
that they rate the same items. Basically, whetnustsv, it means
that if they both rate an item, it's more likely for them toedhis
item in a similar way. So, if we use leave-one-out method and
ask the trust-base approach to recommend top-N items, itoy
be able to recommend the exact withheld item, although tbe re
ommended items are actually interesting for the source uSar
the other hand, in the collaborative filtering approach, amsaler
users who have similar rating patterns. Two users who haga@y

rated some common items, tend to rate more items in common.

Hence, it's more likely for users with similar rating patisrto the
source users to also rate the withheld item.

Our experiments confirm this effect, which causes collai@a
filtering to slightly outperform the trust-based randomkvalhere-
fore we propose a combined approach to benefit from propestie
both trust-based and collaborative filtering approaches.

In this approach we compute the téptrusted users in the net-
work and rank the items rated by these trusted users to cemput
top-N recommended items. We use the collaborative filteaing
proach to compute another set of top-N recommended items. Fi
nally we merge these two lists to produce a combined lit ofNop
recommended items.

This approach uses similar users which are more likely t@hav
the withheld items, and it also uses a trust network to deti wi
cold start users. Notice that half of the users are cold s&#ats,
and collaborative filtering is not successful in finding danusers
for these users.

To compute topK trusted users, we can use two different alter-
natives:

e Breadth First Search.

e Random Walk in the social network.

Breadth First Search (BFS). In this approach, we perform a
BFS to findk. closest users to the source usein the trust net-
work. Then, we merge the items rated by these trusted usérslto
the top-N recommended items returned by trust-base app(uée
denote these items &3R,,). We estimate the rating of items rated
by trusted neighbors as follows:

szNtu,iEIU wi (U, v) X Ty

ZUENtu ier, Wt (u,v)

7"tu,i -

(6)

In the above equatiorr,, ; denotes the estimated rating using
the trusted neighborhood. Alst't,, denotes the tog: trusted
users found by BFSw:(u,v) is the influence coefficient of each
user in the trusted neighborhood. We defingu,v) = 1/d.,
whered, is the depth at which we foundin the BFS starting from
Uu.

Random Walk. In the random walk approach, we perform ran-
dom walks similar to the ones introduced in the previous scbs
tion. Each random walk stops at a certain user. This userbill
considered as a trusted user. We continue performing ramdoks
until we getk- users. The rest is the same as BFS approach, with
we(u, v) equal to the number of times usehas been returned as
the result of a random walk.

After finding top k- trusted users (with either approach), we
combine the results of the trust-based approach and the §#eba
approach. Suppose that in the CF based approach wk; usp
similar users and merge their items. We denote the itemsnedu
by CF approach a§'F,,. Now we define the merge method as fol-
lows:

Tewitfui e TR, ;i€ CF,

i i€TR,;i¢CF, (7)

7"tu,i

Teu,i 1€ CFy;i¢ TR,

The top-N items with highest values #f ; will be returned as
the top-N recommended items. It should be noted that we could
do a weighted averaging instead of just taking the meangedors
which appear in boti’ R,, andC'F%,. To consider the weights, we
definer, ; as follows:

P kl X 7¢Cu,i + k2 X ftu,i
w,i —
k1 + k2

We discuss the effect of weighted merging of results of CF ap-
proach and trust-based approach in section 5.



5. EXPERIMENTS

This section reports our experimental results on a realdkfia
set comparing existing CF-based methods for top-N recordmen
tion against our methods for using trust network in top-Noree
mendation.

5.1 Data Set Specifications

Most data sets for recommendation have no social networkgmo
users. To the best of our knowledge, the Epinforsta set is the
only data set publicly available which has both a trust nekvemd
ratings expressed by users.

We used the version of the Epinions datd seiblished by the
authors of [10]. This data set is very sparse. The data séhiosn
49k users with at least one rating, out of which 24k users ale ¢
start users. We consider users with less than 5 ratings dstat
users (similar to [8],[4]). We have 104k items with 575k ngt ex-
pressed for them, and 508k trust statements among pairenf.us
As mentioned abovel9% of users are cold start users which is a
very large portion. So, considering the performance of duem-
mendation for cold start users is very important. The distion
of the number of ratings per users follows a power law. Natiee
there exists another version of the Epinions dati etpared and
published by Paolo Massa[8]. We also ran experiments onl#ies
set with very similar results. The data set we used in our réxpe
ments has additional features (such as categories of ittmess-
tamps) which may be helpful for future works.

5.2 Experimental Setups

In our experiments we sé¥ = 100 for the following reasons.
Our data set contains significantly more items than usershiki
different from many other data sets. So using a small value fo
N will produce generally poor results for all compare methods
Actually, we have performed experiments fdf = 10, and the
recall for collaborative filtering on cold start users we72 while
the recall for the random walk based approach was 2.12%. See
section 5.3 for a precise definition of recall.

As discussed in previous sections, collaborative filteapgroaches
use a neighborhood size bfand aggregate the items rated by these
neighbors to recommend top-N items. Therefore, we reperteh
sults of user-based collaborative filtering for differeatues ofk.

As discussed earlier, we analyze two instances of the random
walk approach: In one of them we consider the similarity aras

but in the other one, we ignore the similarities and vse, , =

In the combined approach, we merge the result of collah@rati
filtering and trust based approach. The number of neighbmis ¢
sidered in CF approacheskis, and the number of trusted neighbors
being considered in trust-base approach.isWe run different in-

stances of the combined approach:

1. Inthis setting we sét; = k2 and run the combined approach

proach is different. We take the weighted mean of the results
of CF and trust-based approach. The weights are propor-
tional tok, andk: as discussed earlier in the paper.

. This instance performs random walks for computing thetéa
neighborhood. Note that the previous two instance use BFS
to compute the trusted neighborhood. In merging the results
of collaborative filtering approach and trust based apgrpac
we do not consider weights in this setting.

We implemented all the methods in Java. We used an Intel Core2
Duo 2.2 GHz CPU with 2GB RAM to run our experiments on a
Windows XP system.

In our experiments, we compare the results for differenthmet
ods. Following is the description of labels we use to denatd ®f
these algorithms:

e CF-User. User based Collaborative Filtering Approach.

e CF-ltem Item based Collaborative Filtering Approach.

TrustWalkerList D2 This is the Random Walk approach with
maxDepth=2

TrustWalkerList D2-pureThe random Walk approach ignor-
ing similarities.

TrustWalkerList D3 This is the Random Walk approach with
maxDepth=3

Trust-CF (k1=k2)The combined approach with = k.

Trust-CF (k1=70) The instance of combined approach where
a fixed value of¢; is used. The top. trusted users are com-
puted using BFS. The results for different valueskofare
shown in figures 1 to 6.

Trust-CF-RWis the same abrust-CF (k1=70) but the topk2
trusted users are computed using a random walk approach.

e Trust-CF WeightedCombined approach with a fixéd and
weighted merge of results of CF and trust-based approach.
The trusted neighborhood is computed using BFS. The re-

sults for different values of» are shown in the figures.

5.3 Evaluation Metrics

Typically, the leave-one-out method is used to evaluatemec
mendation systems [2][8][11]. In the leave-one-out metiad
predicting a single rating, we withhold a rating and try teqtict
it using the trust network and the remaining ratings. ForNop
recommendation, we have to adjust the leave-one-out metied
withhold a user’s rating on an item, and ask the recommeraer t
recommend top-N items for this user. If the withheld itemsoag

to merge user based CF and trust based approach. We rurfhe N recommended items, then we say that a hit has occurred. W

experiments for different values &f = k.

. Here, we fixk; and set it to the value df; which has the
best result in user based CF. Then we run experiments for
different values of-. Finally we merge the results of these
two approached as shown in equation 7.

. This setting is similar to the second setting, but mergirey
results of collaborative filtering approach and trust baged

Swww.epinions.com
"http://alchemy.cs.washington.edu/data/epinions/
8http://www.trustlet.org/wiki/Epinions_dataset

compute the recall as follows:

Numberofhits

where L is the number of pairs of <user,item> being considered
in the leave-one-out method. It should be noted that in thede
one-out method we do not withhold all items of a user. Onlgnige
which have been highly rated will be withheld. In our expezits,

we computed the maximum rating value expressed by each user
and then we considered only items rated with the value oftizat
imum rating as items being withheld. It should be noted tleat:/!

has been also callddt-ratio in related works [1][5][6].

recall =
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Figure 1: Results for ALL Users. The Y axis shows the recall
of different methods in percent. The X Axis shows different
neighborhood sizes. Only the best instances of the combined
approaches and the random walk approaches are shown in this
figure

Figure 2: Results of different Random Walk based approaches
for ALL Users compared to the results of User-based Collabo-
rative Filtering. The Y axis shows the recall of different meh-
ods in percentage. The X axis shows different neighborhood
sizes.

5.4 Experimental Results

In this subsection, we present the experimental resultsfof d
ferent methods introduced in this paper and their compangth
existing methods.

We perform our experiments in two general ways. The firstene i
performing the experiment on all users. Since the main meod
using a trust network is to improve the quality of recomméiata
for cold start users, we also perform the experiments foy oald
start users.

Figures 1,2, and 3 present the recall for different methads o
all users for varying neighborhood sizes. Note that neiginad
size is only a parameter for CF-based and combined appreache
so pure random walk based approaches produce constanscurve
These figures show that the optimunfor user-based collaborative
filtering is 70 which leads to a recall of 16.66%. The Iltemduhs
Collaborative filtering achieves poor results comparedhéoser-
based CF, as shown in figure 1. The best recall for Item-based C /\

19.00

is 10.26% which is very low compared to 16.66% of User-based \\
CF. f_

User-based CF for top-N recommendation relies on similarsus
which have similar rating patterns. These users are moeéylto

When a usemw trusts another user it does not necessarily mean
that they rate the same items. It means that if they both rate a
item, it is more likely for them to rate this item in a similaaw
But using leave-one-out and recall as evaluation critevia,are
explicitly looking for the withheld items which may have rimen
rated by trusted users. Manually checking the results fegiehat
the recommended items are actually related to the inteoésts
user, but leave-one-out and recall are unable to captuse@m the
other hand, inCF-Userwe select users who have rated items in a
similar way to the source user and aggregate their ratirfgsvol
users rate similar items (they have similar rating patjethen it is
more likely that a similar user also rates the withheld itéfence,
the recall ofCF-Useris better than that ofrustWalkerList

1950

rate the withheld item. But item-based CF relies on itemslairto e:: o / -:_(T:FU:; 12)
items rated by the user. The withheld item is not necessamigng A Trust.CFk1=70
items similar to items rated by the user unless this withiteld is = / e TrustCERW
actually similar to other items rated by the user (which isatevays 1700 S Trust-CF Weighted
true). So, the results of item-based CF for top-N recommigmaa /
are generally poor compared to user-based CF. 1850
As shown in figure 2, among different instances of the random /
walk based approach the one with maximum depth of 2 achieves s
the best results. The figure also shows that taking the gityila ° 1w 30 40 50 0 70 80 80 100
of users into account improves the results. The random walk a Neighborhood Size
proach which exploits the similarity of usefBustWalkerList D2
has comparable results @F-User, but CF-Useroutperforms it in Figure 3: Results of different instances of combined approeh
its best performance. for ALL Users compared to the results of User-based Collabo-
Intuitively, TrustWalkerLisshould perform better tha@F-User rative Filtering. The Y axis shows the recall of different meth-
since it is using extra information embedded in the trustvoek, ods in percentage. The X axis shows different neighborhood

but the results do not show the better performance. We leeliev sijzes.
that this is due to the leave-one-out method used for evahuat



Figure 3 compares the results of different instances of tine-c
bined approach. It shows that all of them outperf@mUser. CF-
Userachieves its best results for k=70, so we consides= 70 for
all combined approaches. Among the combined approadhest-
CF (k1=70) and Trust-CF-RWoutperform the other methods, but
Trust-CF-RWslightly outperformsTrust-CF (k1=70) The best re-
sult of Trust-CF-RWis achieved fork, = 20. The best recall for
Trust-CF-RWs 19.26% as opposed to 16.66% €@F-User, which
leads to an improvement of 15.5% oveF-User Also, figure 3
shows that weighted merging of results of collaborativesfiftg
and trust-based approachirgst-CF-Weightepdoes not improve
the results.
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Figure 4: Results for COLD START Users. The Y axis shows
the recall of different methods in percentage. The X axis
shows different neighborhood sizes. Only the best instansef
combined approaches and random walk based approaches are
shown in this figure.

Figures 4, 5 and 6 show the results for cold start users. Tdadi re
for cold start users is generally lower than those for altsisence
there are only few ratings available for cold start userdidédhat
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Figure 5: Results of different Random Walk based approaches
for COLD START Users compared to the results of User-based
Collaborative Filtering. The Y axis shows the recall of different
methods in percentage. The X axis shows different neighbor-
hood sizes.

6. CONCLUSION

Recommender systems are emerging as tools of choice ta selec
the online information relevant to a given user. Collabwedfilter-
ing is the most popular approach to building recommendéderys
and has been successfully employed in many applicationsv- Ho
ever, it cannot make accurate recommendations for soecedikl
start users that have rated only a very small number of it@nust-
based recommender systems can better deal with cold s&ag, us
since users only need to be simply connected to the trusonketw

In this paper, we addressed the top-N item recommendatas pr
lem which is in many scenarios a more natural problem conagpare
to the well know problem of predicting a user’s rating on aegiv
target item. We proposed different methods which explattthst

among different instances of Random Walk based and combined network to improve the quality of top-N recommendation. Tiret

approach, we only show the instances with the best resultai@
the figure clearer. The result for different instances oflcam walk
based and combined approaches are shown in figures 5 and 6.

As shown in figures 4, 5, and 6, all approaches exploiting st tru
network outperform collaborative filtering approaches.isTéon-
firms our claim that using a trust network improves the quadit
recommendation for cold start users. The improvement oftiad-
ity of recommendation in terms of recall gained by expla@jttrust
is much higher for cold start users compared to all usd@rsist-
CF-RW achieves a recall of 12.65%( = 70 andkz = 20) as
compared to 8.38% faZF-User(k = 70). Trust-CF-RWmproves
CF-Userby 50.1%, while this improvement for all users is 15.5%.
This great improvement for cold start users is mainly beeauny
very few ratings are expressed by cold start users which sniake
hard for collaborative filtering approaches to find similaers.

In this paper, we weight different similar or trusted usersteir
correlation with the source usew(, ). Most works in the liter-
ature [1][5][6] do not distinguish them and considey,,, = 1
for all similar users. Figure 7 displays the effect of copsidg
the similarity and trustworthiness of users in the neighbod on
the results of recommendation. It clearly shows that distish-
ing different users in the neighborhood improves the rdoalboth
collaborative filtering and trust-based approaches.

approach is a random walk on the trust network which also con-
siders the similarity of users in the network. The second@gh
combines the collaborative filtering and trust-based aggtes. We
performed an evaluation on the Epinions data set usinglrasal
evaluation metrics. Our experiments demonstrate thatoagpes
using a trust network outperform collaborative filteringpegaches
which only use the rating data. In particular for cold stasens,
we achieved a 50% improvement over the collaborative fiiteri
approach.

This work suggests several interesting directions fortutwork.
The evaluation metric used in this paper has been used iiténe |
ature, but seems not to be the best fit for trust based top-N rec
ommendation. Proper evaluation procedures should beefuirth
vestigated. The diversity of items recommended is also itapo
Users like to get recommendations from various categonbh
should be considered in the evaluation of recommendatich-me
ods. In this paper and in the related work, the ratings anenass
to be stored in a centralized repository. However, appboatsuch
as mobile social networks require a distributed recommeradel
a random walk model is a promising approach for such scenario
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Figure 6: Results of different instances of combined approeh
for COLD START Users compared to the results of User-based
Collaborative Filtering. The Y axis shows the recall of different
methods in percentage. The X Axis shows different neighbor-
hood sizes.
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