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This study’s main result is to show that under the conditions imposed by the Maloney—Wandell color constancy
algorithm, whereby illuminants are three dimensional and reflectances two dimensional (the 3-2 world), color
constancy can be expressed in terms of a simple independent adjustment of the sensor responses (in other
words, as a von Kries adaptation type of coefficient rule algorithm) as long as the sensor space is first trans-
formed to a new basis. A consequence of this result is that any color constancy algorithm that makes 3—-2
assumptions, such as the Maloney—Wandell subspace algorithm, Forsyth’s MWEXT, and the Funt—Drew light-
ness algorithm, must effectively calculate a simple von Kries-type scaling of sensor responses, i.e., a diagonal
matrix. Our results are strong in the sense that no constraint is placed on the initial spectral sensitivities of
the sensors. In addition to purely theoretical arguments, we present results from simulations of von Kries-
type color constancy in which the spectra of real illuminants and reflectances along with the human-cone-
sensitivity functions are used. The simulations demonstrate that when the cone sensor space is transformed
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Color constancy: generalized diagonal transforms suffice

to its new basis in the appropriate manner a diagonal matrix supports nearly optimal color constancy.
Key words: color constancy, von Kries, chromatic adaptation, color balancing.

1. INTRODUCTION

We present a theoretical analysis connecting sev-
eral color constancy theories (von Kries adaptation,!-3
the Land-McCann retinex,® the Maloney—Wandell
algorithm,® the Funt—Drew lightness algorithm,® and
Forsyth’s MWEXT and CRULE algorithms?) in which
we prove that if illuminants and reflectances are well
approximated by finite-dimensional models of low dimen-
sion then, under an appropriate change of basis for the
sensor space, every one of these methods effectively cal-
culates a simple independent adjustment of coefficients
in this new space.

We caution the reader that we use the term von Kries
adaptation in a somewhat more general sense than is
customary. The term von Kries adaptation in the broad
sense is taken to apply to any sensor basis and is not re-
stricted solely to the cone-sensitivity functions. Specifi-
cally, von Kries adaptation, with respect to any sensor, is
a simple scaling; each scaling component is the recipro-
cal of the sensor response induced from a reference patch
(usually white). For example, if the sensor response for
some surface reflectance is x and that of a reference patch
is y, then the von Kries-adapted response is x/y.

Generally color cameras, like the human eye, are
trichromatic; hence in a color image each pixel is a three-
vector, one-component per sensor channel. A color con-
stancy algorithm maps each color vector p to a descriptor
vector d, which is independent of the illuminant. This
mapping is usually considered linear: a matrix trans-
form is applied to color vectors. Indeed, under Forsyth’s
formulation’ of the color constancy problem, the trans-
form must be linear. In this paper we provide a theoret-
ical analysis along with simulation results demonstrating
that if the transform is linear then it need only be di-
agonal. In other words, a diagonal matrix transform
suffices as a vehicle for color constancy. Our results are
strong in the sense that they place no constraints on the
initial spectral sensitivities of the visual system.
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The various computational schemes for simulating color
constancy apply different structural constraints to the
form of the matrix transform. Many authors assume
that the transform is a diagonal matrix, and in the
Maloney—Wandell model® the transform is a 2 X 3 pro-
jection. Only Forsyth’s MWEXT? algorithm places no
constraints on the form of the transform. In studying
color constancy algorithms, therefore, we must ask two
questions:

1. Independent of the computational scheme for com-
puting the matrix, how well in principle can a particular
matrix form discount the effect of the illuminant?

2. How successful is a given color constancy algorithm
in solving for the correct (or the best) transform?

Our main focus in this paper is on the first of these
questions.

From the von Kries adaptation model (see Ref. 8)
through the Land—McCann retinex scheme? to Forsyth’s
recent CRULE theory, the diagonal matrix transform has
long been proposed as a feasible mechanism for color
constancy. However, West and Brill! and D’Zmura and
Lennie® cast doubt on the suitability of diagonal matrix
theories by demonstrating that for a given set of sensor
sensitivities a diagonal matrix supports color constancy
only for a restricted set of reflectance and illuminant
spectra. With respect to the human-cone sensors, the
restricted set of reflectance and illuminant spectra are
statistically different from actual measured illuminants
and reflectances. Consequently the majority of recent
color constancy theories discard the computational sim-
plicity of the diagonal matrix transform for more com-
plex matrix forms that supposedly can model illuminant
change better.

In contrast to this trend Finlayson et al.210 recently
proved that diagonal matrix transforms can support per-
fect color constancy under small-dimensional model con-
straints whereby the illuminant space is linearly spanned
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by a two-dimensional (2D) basis and the reflectance space
is spanned by a three-dimensional (3D) basis. We term
this set of constraints a 2—-3 model. The analysis of
Finlayson et al. employs a generalization, which we use
here, of the concept of a diagonal matrix transform in
which a fixed sensor transformation 7~ is permitted prior
to the application of a diagonal matrix:

d=Dp
Td=DTp

(simple diagonal constancy), 0

(generalized diagonal constancy). (2)

In the 2-8 case, given a known reference patch in each
scene, the correct diagonal matrix transform can be com-
puted to yield perfect color constancy. The elegant color
constancy algorithm of Maloney and Wandell® does not
require a reference patch, but it operates under a differ-
ent set of restrictions. For a trichromatic visual system
these restrictions, which we call the 3—2 restrictions, re-
quire a 3D illuminant space and a 2D reflectance space.

The main result of this paper is to show that, in a
world in which illuminants and reflectances are governed
by Maloney’s 3—2 restrictions, color constancy can always
be formulated as a generalized diagonal matrix transform
independent of the spectral characteristics of the sensors.
In a world in which these restrictions hold only approxi-
mately, a diagonal matrix transform theory of color con-
stancy will still do a good job.

The ramifications of this result for theories of color
constancy are widespread. The most immediate impli-
cation is that the 3—2 version of Maloney’s theory of color
constancy is effectively a diagonal-matrix-based theory of
color constancy. Specifically, in the 3—2 world, the color
vectors of all surfaces viewed under any illuminant will
always be a diagonal matrix transform from the color vec-
tors of the same surfaces viewed under a fixed canoni-
cal illuminant. Finite-dimensional restrictions are also
at the foundation of the Funt—Drew® color constancy algo-
rithm. Their computational method simplifies, through
our analysis, to diagonal matrix operations in the 3-2
case and as such reduces to Blake’s version of the light-
ness algorithm.!!  Finally, our study plays a unifying role
in connecting the theories of Maloney and Forsyth.

Forsyth’s research on color constancy consists of
two algorithms: MWEXT and the simpler CRULE. In
MWEXT color constancy proceeds by parameterization of
all the possible matrices that map the gamut of image
colors into the gamut of descriptors. The more colorful
the image, the smaller the set of possible mappings be-
comes. Unfortunately this algorithm is extraordinarily
complex and, as Forsyth suggests, may not be suitable
for machine vision. Restricting color constancy trans-
forms to diagonal matrices results in Forsyth’s simpler
CRULE algorithm. This algorithm can be implemented
efficiently and is a suitable candidate for a machine vision
implementation of color constancy. Forsyth” proposes
his MWEXT algorithm to solve for color constancy under
the 8-2 restrictions. Our results prove that his simpler
CRULE algorithm is adequate for this task.

Generalized diagonal matrix transforms also relate
to the problems of color correction and color balancing.
White-point mapping, a common scheme for color bal-
ancing, is based on a von Kries-style adjustment of the
three sensor channels aimed at making a white patch
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in a scene appear white in an image. Simply adjusting
white to look white does not guarantee, however, that
the other colors will be correctly reproduced. By using a
generalized diagonal matrix transformation instead of a
simple diagonal matrix transformation one should obtain
much better results.

In Section 2 we provide the definitions required for
developing a mathematical model for color image for-
mation and color constancy. In Section 3 we develop
techniques for finding the sensor transform 7 that af-
fords perfect diagonal matrix color constancy under 3—2
restrictions. Note that this analysis does not place re-
strictions on the possible form of the initial set of sen-
sors. In Section 4 we formally connect our results with
other computational theories of color constancy. Finally,
in Section 5 we present simulation results that evaluate
the performance of generalized diagonal matrix color con-
stancy. Appendix A discusses the role of complex num-
bers in theories of color constancy.

2. MODEL

The light reflected from a surface depends not only on the
spectral properties of illumination and surface reflectance
but also on other confounding factors such as speculari-
ties and mutual illumination. To simplify our analysis,
in line with many other authors, we develop our the-
ory for the simplified Mondrian world. A Mondrian is a
planar surface composed of several overlapping matte
(Lambertian) patches. We assume that the light that
strikes the Mondrian is of uniform intensity and is
spectrally unchanging. In the Mondrian world the only
factor confounding the retrieval of surface descriptors is
illumination.

Light reflected from a Mondrian falls onto a planar
array of sensors, and at each location X in the sensor
array there are three different classes of sensors. The
value registered by the kth sensor p¥ (a scalar) is equal
to the integral of its response function multiplied by the
incoming color signal. For convenience we arrange the
index X such that each pj corresponds to a unique surface
reflectance:

pE = f CX(A)R(M)dA (color observation), 3)

where A is the wavelength, R,(A) is the response function
of the kth sensor, CX(A) is the color signal at X, and the
integral is taken over the visible spectrum . The color
signal is the product of a single surface reflectance S(A)
multiplied by the ambient illumination E(A): C(A) =
E(M)S(A). Henceforth we drop the index X.

A. Finite-Dimensional Models

Tlluminant spectral power distribution functions and sur-
face spectral reflectance functions are well described by
finite-dimensional models. A surface reflectance vector
S(A) can be approximated as

ds
S(\) = ; Si(Noi, 4)

where S;(A) is a basis function and o is a dg-component
column vector of weights. Maloney'? presents evidence
that suggests that surface reflectances can be well
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modeled by a set of between three and six basis vec-
tors. Similarly, we can model illuminants with a low-
dimension basis set:

dg
EO)~ 3. E;(Nej, (5)
j=

where E;()) is a basis function and € is a dg-dimensional
vector of weights. Judd et al.!® measured 605 daylight
illuminants and showed that they are well modeled by a
set of three basis functions.

Basis functions are generally chosen by performance
of a principal-component analysis of each data set (re-
flectances and illuminants) in isolation.!4-® This type
of analysis is weak in the sense that it does not take into
account how illuminant, reflectance, and sensor interact
in forming a color vector [Eq. (3)]. Recently Marimont
et al.l” developed a method for deriving reflectance and
illuminant basis functions that best model color observa-
tions; Eq. (8) is the foundation of their method. They
conclude that a 3D basis set for surface reflectance and a
3D basis set for illumination are sufficient to model the
color observations of the 462 Munsell chips?® under a wide
range of blackbody illuminants.

B. Lighting and Surface Matrices

Given finite-dimensional approximations to surface re-
flectance, a color observation equation (3) can be rewritten
as a matrix transform. A lighting matrix A(e) maps re-
flectances, defined by the o vector, onto a corresponding
color vector:

p=Ale)o, (6)

where A(e);; = [, R(ADE)S;(A)dA. The lighting
matrix is dependent on the illuminant weighting vec-
tor €, with E()) being given by relation (5). The roles of
illumination and reflectance are symmetric; we can write
a color observation as a surface matrix transforming an
€ vector:

p = Q(o)e, (7

where Q(0);; = [, Ri(ME;(A)S(A)dA, with S(A) being de-
fined in relation (4). This symmetry is a key part of the
analysis presented in Section 3.

C. Color Constancy Problem

The aim of any color constancy algorithm is to trans-
form the color observation vector p to its corresponding
illuminant-independent descriptor d:

d=9p, (8)

where Q is a linear transform. However, there is no con-
sistent definition for a descriptor. For example, Maloney
and Wandell® use the surface weight vector o for the de-
scriptor [Eq. (9)]; in contrast, Forsyth defines a descriptor
to be the observation of a surface seen under a canonical
illuminant, defined by the weight vector ¢ [Eq. (10)]:

d¥ =[Ale)] *Ae)o
d” = A(e)[A(e)] A(e)o

(Maloney’s descriptor), (9)
(Forsyth’s descriptor). (10)
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Because each color constancy algorithm applies a
linear transform to color vectors, different descriptor
definitions differ only by a fixed linear transform; for
example, d¥ = A(c)d¥. Therefore demonstrating the
adequacy of a diagonal matrix for one descriptor form
demonstrates its adequacy for color constancy in general.
If a diagonal matrix is the vehicle for color constancy for
any given descriptor, then we can say that color constancy
is in general a diagonal matrix problem. As an example
we show below that under the Maloney—Wandell 3-2
conditions a diagonal matrix is the vehicle for color con-
stancy given by Forsyth descriptors. Thus, although the
Maloney—Wandell algorithm does not explicitly calculate
a diagonal matrix, we can say that by the equivalence of
descriptor forms it is effectively a diagonal matrix theory
of color constancy. In the analysis of Section 3 we use
Forsyth’s descriptor form.

D. Illuminant Invariance

Color constancy seeks illuminant-invariant color descrip-
tors. A closely related problem is to find illuminant-
invariant relationships between color vectors instead.
One candidate relationship is the diagonal matrix map-
ping between the color vectors of the two surfaces:

Dijpi,x — pj,x . (11)

Here i and j index two different surface reflectances, x in-
dexes an illuminant, and D% is a diagonal matrix. It is
important to note that D% denotes the entire 3 X 3 diago-
nal matrix relating p** and p’*, not the ij component of
amatrix D. We refer to Eq. (11) as diagonal invariance.
Diagonal invariance is sometimes referred to as ratio in-
variance because the diagonal elements of D% equal the
ratios of the components of p’/* over p**.

Diagonal invariance will be said to hold if for all illumi-
nants x a fixed diagonal matrix 2 * maps the color vector
for surface i to the color vector for surface j. Diagonal
invariance plays a key role in the lightness computa-
tions of Horn!® and Blake,!! in the image-segmentation
research of Hurlbert,!® and in the object-recognition re-
search of Funt and Finlayson.2’ Brill?! develops a more
general theory of illuminant invariance whereby the
relationship between surfaces can be a general linear
transform.

3. DIAGONAL TRANSFORMS
AND THE 3-2 CASE

Finlayson et al.? proved that, assuming that illumination
is 2D and reflectance 3D (the 2—-3 case), there exists
a transformed sensor basis in which a diagonal matrix
supports perfect color constancy. In this section we prove
the equivalent result for the 3—-2 case.

Theorem 1. If illumination is 3D and surface re-
flectance 2D, then there exists a sensor transform 7 for
which a diagonal matrix supports perfect color constancy.

We prove theorem 1 in two stages. First we demon-
strate a symmetry between diagonal invariance and
diagonal matrix color constancy. Then we prove the
existence of a sensor transform that supports diagonal
invariance.
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Lemma 1. A diagonal matrix supports perfect color
constancy if and only if there is diagonal invariance.

Proof. When a diagonal matrix supports perfect color
constancy, illumination change is exactly modeled by a
diagonal matrix:

pi,c — Decpi,e

p’* = Dpi* (same surfaces),

(12)

where i, j index surface reflectance and the diagonal
matrix D¢ maps the observation of surfaces under an
arbitrary illuminant e to their observation with respect to
the canonical illuminant ¢. Clearly we can map p“¢ to
p/* by applying a diagonal matrix:

pi.e — @ijpj.e i (13)

Applying the color constancy transform D to both sides
of Eq. (13), we can see that

Decpi,e — @echijpj,e . (14)

Because transformation by diagonal matrices is commu-
tative we can rewrite Eq. (14) as

Decpi,e = DijDecpj,e . (15)
Substituting Egs. (12) into Eq. (15), we can see that
p* = DVp’c. (16)

Equation (16) is a statement of diagonal invariance. The
above argument is clearly symmetric: given diagonal in-
variance, diagonal matrix color constancy must follow.
For the proof, we need only change the meaning of the
superscripts in Egs. (12)-(16) so that the first index de-
notes the illuminant and the second index the reflectance
(De¢ becomes a diagonal invariant and D% a color con-
stancy transform).

Lemma 2. Given 3-2 restrictions, there exists a trans-
formation of the sensor response functions for which, in-
dependent of the illuminant, color vectors are diagonally
invariant.

Proof. Under the 3—2 restrictions the color observa-
tion of a reflectance o under an illuminant € can be writ-
ten in terms of two surface matrices. To see this, first
note that matrix Q (o) in Eq. (7) can be decomposed into
two parts. If the two-vector o has components (o1, o2)”
then, defining two special ) matrices associated with the
two basis directions in o space,

QM) ~ 1,07, Q@< 1,

we have
Qo) = 10(1) + 020(2).
Therefore Eq. (7) becomes
p = o1Q2(D)e + 020(2e. an

Let us define a canonical surface reflectance s and ex-
amine its relationship to the color observation of other
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surfaces. Without loss of generality we choose the first
surface basis function as the canonical surface. The
observation of the second surface basis function is an
illuminant-independent linear transform from the color
observation of the canonical surface:

Q©2)e = MOLe, (18)
M =Q@WI?. 19)

Now we can rewrite Eq. (17), the general observation of
arbitrary surfaces, as a fixed transform from the observa-
tion of the canonical surface:

p =[0I + o2 MJQ(De, (20)

where I is the identity matrix. Therefore we have shown
that we can map the observation of the canonical surface
to the observation of any other surface reflectance by ap-
plying a linear combination of the identity matrix I and
the matrix M. We define a generalized diagonal trans-
form as a basis transformation followed by a diagonal ma-
trix transform. The existence of a generalized diagonal
transform that maps the observation of the canonical sur-
face follows from the eigenvector decomposition of M:

M=T'DT. (21)

We can also express the identity matrix I in terms of the
eigenvectors of M:

I=T71IT. (22)

Consequently we can rewrite Eq. (17) as a generalized
diagonal matrix transform:

Tp=[c1] +c2D]TONe. 23)

Equation (23) states that diagonal invariance holds
between the canonical surface and all other surfaces given
the fixed sensor transformation 7. In fact, Eq. (23) im-
plies that diagonal invariance holds between any two
surfaces. Let i and j index two arbitrary surfaces de-
scribed by 2D vectors o and o7/. From Eq. (23), under
any illuminant, we can write 7 p‘ and 7 p’ as fixed diag-
onal transforms of 7 p® (the observation of the canonical
surface):

Tp' =[] + 02! DITP°, (24)
Tpi =[0I + o/ DITP’. (25)
Clearly we can write 7 p’ as a diagonal matrix premul-
tiplying 7 p”:
Tpi=DVTp/, (26)
where
DY =[o1'1 + 0o'Do/ I + o/ DI @7

This step completes the proof of lemma 2. In the 3-2
case there exists a sensor transformation 7 with respect
to which there is diagonal invariance, and this invariance
implies that a diagonal matrix is sufficient to support
perfect color constancy (lemma 1). Therefore the proof
of theorem 1 is also complete. |

The crucial step in the above derivation is the eigen-
vector decomposition of the transform matrix M. To re-
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late this analysis to traditional theories of diagonal matrix
color constancy we would like the eigenvalues of M to be
real valued. However, whether they are real valued de-
pends on the form of the surface matrices (and hence the
initial sensor spectral sensitivities).

On first consideration complex eigenvalues appear
problematic; e.g., transforming the sensors by a complex
matrix of eigenvectors does not have a plausible physical
interpretation. The problem lies in the fact that the new
sensors would be partly imaginary; however, we show in
Appendix A that complex eigenvalues fit seamlessly into
our generalized theory of diagonal matrix color constancy.

4. IMPLICATIONS FOR OTHER
THEORIES OF COLOR CONSTANCY

Under the 3—2 conditions the lighting matrices A(e) are
3 X 2 injective maps [i.e., color vectors are linear combina-
tions of the two column vectors of A(€)], and surfaces seen
under a single illuminant span a plane in the 3D receptor
space. Maloney and Wandell® exploit this plane con-
straint in their algorithm for color constancy. Maloney'?
proves that each illuminant corresponds to a unique plane
of response vectors. Given uniqueness, Maloney and
Wandell® present an algorithm that can determine the
illuminant weight vector € and hence the pseudo-inverse
[A(e)]*. Consequently the surface weight vector (or the
Maloney descriptor) can be recovered with Eq. (9).

We present an alternative diagonal color constancy al-
gorithm for the 3~2 world. We solve for color constancy
in terms of Forsyth descriptors [Eq. (10)] and therefore
explicitly solve for the diagonal matrix that maps the
gamut of observed responses into the gamut of canonical
responses.

A. Diagonal Color Constancy

In the 3-2 world the response vectors for surface
reflectances under the canonical illuminant lie on the
canonical plane P°¢ (the canonical gamut). The span of
the canonical plane is defined by the column vectors v;¢
and v,¢ of a 3 X 2 spanning matrix V¢ and is calculated
prior to the color constancy computation.

Under each of the other illuminants, response vectors
for surfaces lie on the observed plane P° (the image
gamut). Our goal is to solve for the diagonal matrix
that maps P° to P¢. If this mapping is unique, then
there is a single solution to the color constancy problem.
The diagonal mapping is unique if we make the following
assumptions:

Assumption 1. There are two linearly independent
surfaces in our image.

Assumption 2. None of the components of the surface
normals n°, n° (of planes P° and P°) is equal to zero:
nf#0and n;°+0(,j=1,2,3).

If assumption 1 holds, then we can solve for the span-
ning matrix V°: the columns of V°, v;° and v.°, are
simply observation vectors of any two distinct surfaces.
Assumption 2 states that the normal of the canonical or
the observed planes cannot lie on the x-y, the x—z, or
the y—z plane. If all planes are equally likely, the
probability that a plane normal has a zero component
is vanishingly small. Maloney'? sets out metameric
black and unique light conditions to characterize when the
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Maloney—~Wandell® subspace algorithm can solve the
color constancy problem. These conditions are captured
by assumption 2,

Theorem 2 (uniqueness theorem). Given assumptions
1 and 2, the diagonal transform that maps P° onto P°
is unique.

Lemma 3. The only diagonal matrices that map the
planes P°¢ and P° onto themselves are the identity matrix
I and the scalar multiples of the identity matrix yI.

Proof of Lemma 3. Let V be a 3 X 2 matrix that
defines the span of a plane (either P° or P°), with n
denoting its plane normal and D being a diagonal matrix.
Writing lemma 3 in mathematical notation, we would like
to determine the conditions on D for which

[Dn}V =[0 0]. (28)

Without loss of generality let us write the columns v;
and v; of the spanning matrix V in terms of the surface
normal n:

vi=[n, —-n 0F, (29)

v, =[0 ng —nyl. 30
It is easy to verify that v, and vy are linearly indepen-
dent and orthogonal to n. If D has a zero component,
where D;; = 0 for some i, then all vectors in the plane
with spanning matrix DV must have a zero as their ith
component. In this case a vector that has a nonzero ith
component and is zero elsewhere is normal to all vectors
in the span of D V. If D satisfies Eq. (28), then the ma-
trices V and D V span the same plane, and the normal
of P¢ or P° has a zero component. Under assumption 2
this is not the case. Consequently all components of the
diagonal matrix D are nonzero. Writing Eq. (28) in full,
we have

Duning — Dagngny =0,
ZD22n2n3 - nggn3n2 =0. (31)
Because none of the variables (D, n;i, j = 1,2, 3) is

equal to zero, these equations are satisfied if and only
if D =ylI. |

Proof of Theorem 2. Let us assume that there are two
diagonal matrices, D; and Ds, which differ by more than
a simple scaling, mapping P° onto P°:

fDl'V" = —VcAl s (32)
Dy Vo ="VA,, (83)
where A; and A are 2 X 2 matrices (of full rank) that
transform the span V¢. Both the matrices D; and D,
must have full rank; otherwise the normal to V° contains

a zero component. Solving for V° in Eq. (32) and sub-
stituting the result into Eq. (33), we can see that

@2[@1]_1VCA1 = 'VcA2 . (34)

According to lemma 3, only the identity matrix maps
the canonical plane onto itself. Hence D; = yDs, (where
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v is a scalar), which contradicts our initial assumption;
thus theorem 2 follows. |

The truth of theorem 2 depends on whether as-
sumption 2 holds. Let us assume, without loss of gen-
erality, that the first component of the surface normal is
zero (i.e., n = [0 ns n3), violating assumption 2). If
the vector v lies on the plane orthogonal to n, then its
dot product with v equals zero: uvong + vgng = 0. The
vector v, transformed by a diagonal matrix with compo-
nents Dy; = a and Dy = Dg3 = k, is also orthogonal
to n: kvgng + kugng = 0. In this case it follows that
lemma 2 and theorem 2 are no longer true.

If the diagonal matrix that maps P° to P° is unique,
it is easily determined. We can map the first spanning
vector of V°, v;°, onto ¢ by applying a linear combina-
tion of two diagonal matrices:

[@D! + BD2IV° = avi® + Bwe°. (35)

Similarly, vo° can be mapped onto P¢ by application of
linear combinations of the diagonal matrices D?!' and
D22, Because the diagonal matrix that maps 27° to P°
is unique, the set of diagonal matrices spanned by D!
and D2 must intersect those spanned by D?! and D?
in a unique diagonal matrix.

We can use this property to develop a simple algorithm,
called S-CRULE (simplified CRULE), for color constancy.
The algorithm requires two distinct colors in the image.
It proceeds in three stages:

1. Find the set D; of diagonal matrices that map the
first image color to the set of canonical colors.

2. Find the set D, of diagonal matrices that map the
second image color to the set of canonical colors.

3. The unique diagonal matrix that maps all image
colors to their observation under the canonical illuminant
is equal to Dy N Da.

This algorithm is closely related to Forsyth’s CRULE.”
One difference, however, is that through our analysis we
can solve for the unique diagonal matrix by examining the
color observations of two surfaces. In contrast, CRULE
would examine all observed response vectors. If we relax
the 3—2 model restrictions, both Maloney’s algorithm and
S-CRULE cannot solve the color constancy problem.

However, Forsyth’s general CRULE can achieve color
constancy even when the 3-2 conditions are relaxed.
For example, if a vision system has ideal narrow-band
sensors, then a diagonal matrix is always, without any
restriction on illuminant or reflectance spectra, a per-
fect vehicle for color constancy.” Therefore, for trichro-
matic color constancy, Maloney’s theory is a subtheory of
Forsyth’s CRULE. Previously Forsyth had proposed that
his more complex MWEXT algorithm would be required
for solving for color constancy under 3—2 conditions.

B. Other Theories

The color constancy problem is made more difficult if the
illuminant intensity varies across the image. Horn!®
presented an algorithm for removing intensity gradients
from images of a Mondrian world. Unfortunately his
approach imposed strong constraints on the form of the
Mondrian boundary. Later Blake!! extended this algo-
rithm to permit less restrictive boundary constraints.
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Key to their algorithms is diagonal invariance and hence
diagonal matrix color constancy. Therefore lightness
recovery can be improved by the addition of a sensor
transformation.

Funt and Drew® presented a nondiagonal lightness al-
gorithm for illuminants and reflectances that are well ap-
proximated by finite-dimensional models. Their method
is independent of the sensor spectral sensitivities; how-
ever, we showed in Section 3 that diagonal invariance
holds for arbitrary spectral sensitivity functions under an
appropriate sensor transformation. Our analysis there-
fore circumvents the need for a nondiagonal lightness
theory: the Funt—Drew algorithm reduces to Blake’s al-
gorithm under a sensor transformation in the case of 3—2
world conditions.

Land’s retinex theory?® and its precursor, von Kries
adaptation,! assume that color constancy is achieved if
each image contains a known reference patch. Both re-
quire that a good approximation of diagonal invariance
hold between observations of arbitrary surfaces. We
have shown that perfect diagonal invariance holds for
all sensor sets given 3—-2 [and 2—-3 (Refs. 2 and 10)]
constraints.

Video cameras cannot account for changing illumina-
tion. Consequently images obtained under different il-
luminants must be balanced before being displayed to a
human observer. This balancing usually takes the form
of a simple scaling in each color channel (the color video
image is transformed by a diagonal matrix). To ensure
that illumination change is successfully corrected, video
cameras are normally equipped with narrow-band sen-
sors. The results given above indicate that a diagonal
matrix transform is a suitable balancing technique inde-
pendent of the sensor sensitivities used: broadband sen-
sors are as suitable a choice as narrow-band sensors.

5. EXPERIMENTAL RESULTS

Real illuminants are not 3D, and real surfaces are not
2D (the 3—2 conditions provide only an approximation of
actual color observations), and hence a diagonal matrix
can achieve only approximate color constancy. Here we
perform simulations, using measured surface reflectances
and measured illuminants, that compare the performance
of diagonal matrix and generalized diagonal matrix color
constancy. We employ the analysis of Section 3 to derive
the generalized diagonal matrix transform but test its
efficacy with a von Kries-type algorithm. The von Kries
algorithm has the advantage of not restricting response
vectors to lying on a plane.

The color observations of surfaces viewed under differ-
ent illuminants are generated with Eq. (8). We use the
human-cone responses measured by Vos and Walraven?
as our sensors, the 462 Munsell spéectral® for surfaces,
and the 5 Judd daylight phases!® (D48, D55, D65, D75,
and D100) and CIE A2 for illuminants. All spectra are
sampled at 10-nm intervals from 400 to 650 nm. Con-
sequently the integral of Eq. (3) is approximated as a
summation.

The sensor transformation 7 was calculated by the
technique outlined in Section 3. Singular-value decom-
positions of the Munsell and the illuminant spectra were
performed to derive the required surface and illuminant
basis functions. Figure 1 displays the cone functions
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Fig. 1. Result of sensor transformation 7. Solid curves,
Vos—-Walraven cone fundamentals; dashed curves, transformed
Sensors.

before and after the fixed sensor transformation 7. No-
tice that the transformed sensors appear more narrow-
band; this appearance is consistent with the pragmatic
observation that narrow-band sensors afford better di-
agonal matrix color constancy. A similar narrowing was
observed in various psychophysical experiments!®24-28 in-
volving the human visual system.

In Fig. 2 we contrast the transformed sensors de-
rived assuming 3-2 conditions with those assuming
2-3 conditions.? Both these sensor sets are remarkably
similar to each other. This similarity is not altogether
surprising: both the illuminant and the reflectance basis
sets are statistically quite similar.

There are many algorithms for diagonal matrix color
constancy; each differs in its strategy for determining
the diagonal matrix. Here we present simulation results
for von Kries adaptation,® or white-patch normalization.
The starting point for that algorithm is diagonal invari-
ance. A color vector p; is assumed to be diagonally in-
variant to the observation of a white patch p,.

pi — thpw A (36)

Hence it is the diagonal matrix D that is independent
of the illuminant, and consequently this matrix can be
used as a descriptor. Usually D™ is written in vector
(or descriptor) form d*, where d}’ = p;/pY. By the
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symmetry between diagonal matrix color constancy and
diagonal invariance we can rewrite Eq. (36) as a color
constancy transform:

d = [diag(p”)]"'p’, (37

where the function diag converts the vector p¥ to a di-
agonal matrix (diagonal elements correspond to the rows
of p¥). Arbitrarily we chose the white-patch descriptor
vectors calculated for illuminant D55 as the canonical
descriptor vectors; these provide a reference for deter-
mining color constancy performance. Under each of the
other five illuminants we calculate white-patch descrip-
tors. The Euclidean distance between these descriptors
and their canonical counterparts, normalized with respect
to the canonical descriptor’s length, provides a measure-
ment of constancy performance. The percent normalized
distance (ND) metric is defined as

“diw,e _ diw,c"
—_—

ND = 100 * ,
lldiwe]|

(38)

where d° denotes a canonical descriptor and d#¢ de-
notes a descriptor for some other illuminant e. For each
illuminant we calculated the three listed cumulative ND
histograms:
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Fig. 2. Comparison of transformed sensors derived under 3—2
and 2-3 model assumptions. Solid curves, sensors derived as-
suming a 3—2 world; dashed curves, sensors derived assuming
a 2-3 world.
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Fig. 3. Cumulative histograms showing improved perfor-
mance of generalized diagonal color constancy. Dashed curves,
simple diagonal color constancy; dotted curves, generalized di-
agonal color constancy; solid curves, optimal (nondiagonal) color
constancy.

(1) The ND error of white-patch-normalized responses
for the cone functions;

(2) The ND error of generalized white-patch-
normalized responses, generalized in the sense of
dive = T-Ydiag(Tp*)] 'Tp** (we apply 7! after
applying the diagonal matrix to ensure that all our
comparisons are made with respect to the same sensor
basis);

(3) The optimal color constancy performance for a gen-
eral linear transform.

We define optimal color constancy performance to be a
least-squares fit that relates the observations of all sur-
faces under an illuminant e to their corresponding obser-
vations under the canonical illuminant ¢. This optimal
case serves as a control for evaluating the color constancy
performance afforded by a diagonal matrix.

Figure 3 displays these three cumulative histograms
for the test illuminants CIE A, D48, D65, D75, and
D100 (the dashed curves denote simple white-patch nor-
malization, the dotted curves denote generalized white-
patch normalization, and the solid curves denote the
optimal constancy performance). In all cases generalized
diagonal matrix color constancy outperforms, by a large
margin, simple diagonal matrix constancy. Generalized
diagonal matrix constancy also compares favorably with
optimal color constancy. Only for the extremes in test
illuminants (CIE A and to a lesser extent D100) is there
a significant performance difference.

Vrhel and Trussell?® considered the suitability of di-
agonal and nondiagonal matrices operating on cone re-
sponses as vehicles for color balancing. They concluded
that, whereas a nondiagonal matrix performed well, a di-
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agonal matrix (or a white-point mapping) was inadequate
for color balancing. Our results refute this conclusion.

6. CONCLUSION

A diagonal matrix is the simplest possible vehicle for
color constancy. Indeed, its inherent simplicity has mo-
tivated research into more complex matrix forms: if a
diagonal matrix can give good color constancy, a nondi-
agonal matrix, which has nine instead of three parame-
ters, must be able to support better color constancy, or so
the reasoning goes. The analysis presented in this pa-
per concludes that this is in fact not the case. Under the
Maloney—Wandell world constraints a diagonal matrix,
in conjunction with an appropriate fixed transformation
of the sensor basis, has been shown to suffice for the sup-
port of perfect color constancy. This result is strong in
the sense that no constraints are placed on the spectral
sensitivities of the sensors.

Our simulation studies investigated whether the opti-
mal sensors as expressed in the new sensor basis that was
derived for the 3—2 world would continue to support good
color constancy when the 3—2 restrictions were relaxed.
For many real reflectances imaged under real illuminants
a diagonal matrix continued to give nearly optimal color
constancy.

Our analysis establishes a relationship among several
theories of color constancy. For a world in which illumi-
nation is three dimensional and surface reflectance two
dimensional the Maloney—Wandell® algorithm, Forsyth’s
MWEXT,” and the Funt-Drew lightness theory® are all
effectively diagonal matrix theories of color constancy be-
cause a diagonal matrix is always the vehicle for color
constancy with respect to the Forsyth descriptor. More-
over, diagonal transforms are already at the heart of
Forsyth’s CRULE and von Kries adaptation. We con-
tend that these nondiagonal algorithms are more complex
than necessary and can be simplified by a fixed transfor-
mation of the sensor basis.

APPENDIX A: COMPLEX EIGENVALUES

Complex eigenvalues may arise in the eigenvector decom-
position of the transform matrix M, but, as we show be-
low, they do not present a serious problem.

In traditional theories of diagonal matrix color con-
stancy it is clear that each diagonal constancy transform
can be expressed as the sum of three basis transforms.
Indeed, it is this condition that makes diagonal matrix
color constancy so appealing. For example, suppose that
we observe the color vector p and that this corresponds to
the descriptor d. This information is sufficient to solve
for the constancy transform:

d= Dp, Dkk =" (A].)

This same uniqueness condition is clearly true in
generalized diagonal matrix color constancy if the sensor
transformation 7 is real valued. In fact, the unique-
ness condition also holds in the general case in which the
elements of T can have complex terms.

Theorem 3. Under any sensor transformation 7
(where 7 can have complex elements) there are exactly
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three linearly independent diagonal matrices consistent
with generalized diagonal matrix color constancy. Con-
sequently the mapping between a color vector and its
descriptor is unique.

Proof. Our original statement of diagonal matrix
color constancy, Eq. (2), can be written in the following
mathematically equivalent form:

d=7T"'DTp. (A2)

Both d and p are real-valued vectors, and hence
T DT must be a real-valued matrix. Theorem 2 fol-
lows if we can demonstrate that there exist only three
linearly independent, real-valued matrices with the same
eigenvectors, the columns of 7 -1

A diagonal matrix D has six variable components,
three real and three imaginary numbers. Consequently
there are in general six linearly independent matrices
that share the same eigenvectors. The matrices 7117,
T'DT,and T 1D-1T are linearly independent, real-
valued matrices. Similarly, 7-17j7T, T1DjT, and
T-YD~'jT are all linearly independent, purely imagi-
nary matrices (j is the square root of —1). The sum of
imaginary numbers is always imaginary, and conversely
the sum of real numbers is always real; hence these six
matrices span the set of all matrices with eigenvectors
T L. Including complex numbers in the field over which
we form a span, this means that only three matrices form
a basis for the span of all real-valued matrices with eigen-
vectors 7 ~!. This statement completes the proof for
theorem 3. |

Theorem 3 states that generalized diagonal matrix con-
stancy holds equally well even when the sensor transfor-
mation is complex. For any sensor transformation the
diagonal color constancy transform can be expressed as
the sum of three diagonal basis matrices D, D ", and I.
The mapping D%, in Eq. (13), that takes p*¢ to p/* is
still unique and is independent of the illuminant.
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