CMPT 881 (2007): Introduction to Computational Biology

Assignment #2, Due November 8 in class
Instructions:

· The questions below are of varying difficulty.  Your mark will be based on your overall performance on the assignment. Answering only the easy and straightforward questions may get you a lower mark than answering an interesting (and hard) problem.

· A number of questions ask you to develop algorithms. For these you should always analyze the time and space complexity unless otherwise noted. An algorithm that is faster or takes less space is preferable. You also have the option of implementing your algorithms for extra points. If you choose to write computer code, make sure you document it and choose appropriate test cases that illustrate the features of the algorithm. The marker must be convinced that your code is correct from your documentation and test cases.

· Make sure you reference all material that you use. If you discuss questions with other people please indicate that you have done so. If you use web sites, indicate the URL of the site. Some questions also appeared on last year’s homework – if you discuss these with students in last year’s course indicate this.
· Not appropriately referencing material may result in penalties for plagiarism as specified by SFU and which are beyond the control of the instructor.

· Assignments will not be accepted past the due date except by permission of the marker.

· New questions may be assigned during classes that are dependant on the material covered.

1. Given an HMM M, introduce an end state E and place a transition from every state to E with transition probability τ (here τ is a fixed number). 

a. How could you adjust all the other probabilities to ensure transition probabilities remain a proper probability distribution?

b. What is the probability of the HMM generating a sequence of length $L$? 

2. Design an HMM for protein sequences containing regions of concentrated amino acid repeats. For example the sequence: TMADILLPPPRTTPTTTIDEEGKL contains such a region between residue 6 and 17. For simplicity, we will only work with sequences over 5 amino acids (C, D, E, F, G) instead of 20. Train your HMM on the following 3 sequences where the regions of repeat are underlined. 

CGDFEGCFCCEEEEDGGDGGGGGEGFDC
FEDGCFDDDDDDDDDDCCGCCDFEGCF
EFFECCCCCEEGGGGGEEGEEEGEFCG 

What is the probability that your HMM generated CDGEFCFFFFFFFFFFECEGC? Does this seem appropriate? If not how can you modify your HMM?

3. A certain casino has a policy of cheating at dice throws as follows:

a. There are two types of dice. The Fair dice, when thrown, shows the numbers 1 through 6 with equal probability. The Cheat dice when thrown shows the numbers 1 through 5 with equal probability and 6 with probability ½.

b. If a fair dice is thrown, the probability that the next throw is a fair dice is .95. The probability the next throw is a cheat dice is .05.

c. If a cheat dice is thrown, the probability that the next throw is a cheat is .9. The probability the next throw is a fair dice is 0.1
Design a program that simulates throws by the employee of the casino. Outputs from this program should be a sequence of dice throws and an indication when a fair dice is thrown and when a cheat dice is thrown. Design and implement and HMM for dice throws at this casino. Run the output from your casino simulation on the HMM (ignoring the information about when the dice is fair or cheat). How accurate is your HMM at predicting the actions of the casino? Show all test cases.

4. For many years tobacco companies have claimed that advertising is designed to change the brand of cigarettes purchased. Suppose there are three brands of cigarettes: A, B, C. You make the final observation about the “typical” smoker:  
If the last packet smoked was A, then the probabilities of smoking A, B, C respectively is (.8, .1, .1). Similarly if the last was B, the probabilities of the next are (.05, 0.9,.05) and if the last was C the next are (.2, 0, .8). 

Define an HMM for this situation. Assuming the typical smoker is equally likely to begin with any of the three brands, what is the probability of the sequence AAABAAAC appearing?

5. Assuming the same situation as above, one cigarette company begins to advertise much more heavily and observes the following cigarette purchases of the consumer:

AABBBBBAAAAACCCCCCAACCCCCCBBBBBABBBBAAACCCCCBB

Derive new probability distributions for your HMM. Which company was the most likely to have advertised?

6. Analysis of eukaryotic genomic regions have revealed mosaics of isochores: DNA segments of length greater than 300K base pairs that are relatively homogenous in G+C with genes found in the richest GC isochore classes.
 These isochore regions can be divided into five classes:

· L1 containing 0%-37% G+C
covering 35% of the genome

· L2 containing 37%-44% G+C covering 30% of the genome

· H1 containing 44%-47% G+C covering 20% of the genome

· H2 containing 47%-52% G+C covering 10% of the genome

· H3 containing 52%-100% G+C covering the remainder of the genome

Suppose the average size of an isochore is 500K base pairs.

a) Construct an HMM to describe isochores. You will need to specify start and stop probabilities, transition probabilities, and emission probabilities. State your assumptions (for example, for emission, you can assume that A and T are evenly distributed across each of the classes).

b) Implement your HMM. Use this to output a “typical” human DNA sequence. Also output the positions where there is a transition from one class to another.

� See Oliver JL, Bernaola-Galvan P, Carpena P, Roman-Roldan R., Isochore chromosome maps of eukaryotic genomes. Gene 2001, 276(1-2): 47-56.





