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9.1 Definition KDD

[Fayyad, Piatetsky-Shapiro & Smyth 96]

Knowledge discovery in databases (KDD) is the process of

(semi-)automatic extraction of knowledge from databases which is

• valid

• previously unknown

• and potentially useful.
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9.1 KDD Process

Prepro-
cessing

Trans-
formation

Database

Focussing Data
Mining

Evaluation

Patterns Knowledge

KDD process model [Fayyad, Piatetsky-Shapiro & Smyth 1996]

iterative and
interactive process
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9.1 Course Review

Goals

• Goals of this course
– Understanding of the main KDD concepts

– Knowledge of the most important data mining tasks and methods

– Selection and implementation of methods for a given application

– Development of new data mining methods

• Focus on the original KDD challenges
– scalability for large datasets
– understandability of knowledge
– novel tasks and datatypes
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9.1 Course Review
Contents (1)

1. Introduction

2. Principles of Data Mining

learning from training data, hypothesis search space and search methods,

data mining as optimization problem, uncertainty

3. Data Preprocessing
data cleaning, data integration and transformation,

basic data reduction, discretization

4. Cluster and Outlier Analysis
basic concepts, types of data and distance functions, partition-based

clustering, hierarchical clustering, density-based clustering,

the EM algorithm, outlier analysis
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9.1 Course Review

Contents (2)
5. Classification and Regression

basic concepts, classifier accuracy, Bayesian classification, decision tree
induction, neural networks, support vector machines, k-nearest neighbor
classifier, regression

6. Association Rules and Frequent Pattern Analysis
basic concepts, frequent pattern mining methods,
mining various kinds of frequent patterns

7. Mining Biological Data

8. Mining Text and Web Data

9. Conclusions
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9.2 State-of-the-Art in KDD

Research

Data mining algorithms

• For clustering, classification, frequent pattern analysis

• For emerging tasks (e.g., analysis of dynamic data streams)

• For high-dimensional data (e.g., subspace clustering)

• Encorporating user constraints

• For practical scenarios (e.g., only positive or unlabeled training data)

• Privacy-preserving methods

SFU, CMPT 740, 03-3, Martin Ester 426

9.2 State-of-the-Art in KDD

Research

New KDD paradigms
• Visual data mining

Exploit the capabilities of human perception
Integrate the user into the KDD process

• Inductive logic programming

First-order logic
Much more expressive than propositional logic

• Multi-relational data mining
Learning from more than one relation
Integration of different datatypes
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9.2 State-of-the-Art in KDD

Industry

Data Mining Tools
• General-purpose tools

SPSS Clementine
SAS Enterprise Miner
IBM Intelligent Miner

• Database systems with data mining capabilities

Microsoft SQL Server 2000
Oracle 9i Data Mining

• Tools for special application domains
IBM Intelligent Miner for Text
Insightful InFact
DeltaMiner
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9.2 State-of-the-Art in KDD

Industry

Applications

• Market analysis

• Electronic commerce

• Fraud detection

• Intrusion detection

• Homeland security

• Analysis of biological data

• Interpretation of image data

• . . .
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9.3 KDD Challenges

Industry

KDD too expensive

For a KDD project, you need to hire an entire team of different specialists!

Integration of domain knowledge

• Integration of the KDD goal

• Deep solutions in vertical domains

• Effectiveness measurement in the application context

Managing and maintaining data mining models

• Management of different experiments / analyses

• Integration and update of models
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9.3 KDD Challenges

Research

Interestingness of patterns

How to measure novelty, usefulness, . . .?

� Integration of domain knowledge

Trade-off accuracy vs. understandability

Need to explain how, why and when the model works.

Scalability

Dealing with very large databases, with multiple datatypes . . .

� Extension of DBS by basic data mining operators
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9.3 KDD Challenges

Research

Theoretical foundations

How to formalize the KDD process?

�Micro-economic data mining, inductive databases, . . .

What are the hard / the doable problems?

How to support the whole KDD process?

Public benchmark datasets

Like TPC (for DBS) or TREC (for IR) benchmarks

To judge research and systems advances


