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> pCache software passed all validation tests
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Test #3: scalability
> Scalability of the bottleneck: storage system

> 200 Mbps throughput for P2P traffic
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E Test #4: Piece length inference
> Tested for 2100 downloads: 99.7% accuracy by

o Higher download speed (With no higher upload speed) observing only 3% of download traffic of a file
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