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Abstract

We prove thatCSP(A) for an idempotent algebraA has bounded rela-
tional width if and only if var(A) omits the unary and affine types. If it
has bounded relational width it has relational width at most3. The prob-
lem, given a relational structureA, decide ifCSP(A) has bounded relational
width (equivalently, if the variety generated by the corresponding algebra
omits the Boolean and affine types) is polynomial time.

1 Introduction

For introduction into relational and other widths see [6].

Theorem 1 Let A be a finite idempotent algebra. ProblemCSP(A) for an idem-
potent algebraA has bounded relational width if and only ifvar(A) omits the unary
and affine types. If it has bounded relational width it has relational width at most 3.

For a relational structureA let Alg(A) denote the corresponding algebra. In
the RELATIONAL STRUCTURE OF TYPE2 problem we are given a finite relational
structureA such that all its polymorphisms are idempotent, and the question is
whethervar(Alg(A)) omits the unary and affine types, or, equivalently, by Theo-
rem 1, whetherCSP(A) has bounded relational width.

Theorem 2 RELATIONAL STRUCTURE OF TYPE2 is polynomial time.

2 Preliminaries

For introduction for multi-sorted CSP and other technicalities see e.g. [2].
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2.1 Colored graphs.

Let A be a finite idempotent algebra. The subalgebra ofA generated by setB ⊆ A

will denoted bySg(B). A pair ab of elements fromA is called anedgeif and only
if there exists a congruenceθ of Sg(a, b) and a term operationf of A such that
eitherf θ is an affine operation onSg(a, b)/θ, or f θ is a semilattice operation on
{aθ, bθ}, or f θ is a majority operation on{aθ, bθ}. Edgeab is calledthin if θ is the
equality relation. Otherwise it is calledthick.

The color of an edge is defined in the same way as for conservative algebras.
If there exists a congruenceθ and a term operationf ∈ Term(A) such thatf θ is a
semilattice operation on{aθ, bθ} thenab is said to beredor to have thesemilattice
type. An edgeab is yellow or of themajority typeif it is not red and there are a
congruenceθ andf ∈ Term(A) such thatf θ is a majority operation on{aθ, bθ}.
Finally, ab is blue or of theaffine typeif it is not red or yellow and there are a
congruenceθ andf ∈ Term(A) such thatf θ is an affine operation onSg(a, b)/θ.

In this paper we denote byGr(A) the graph with vertex setA, whose edge set
consists of thin red edges ofA and yellow edges (possibly thick) ofA. AlgebraA is
calledhereditarily red-yellow connectedif Gr(B) is connected for any subalgebra
of A. The results of [5] imply the following

Proposition 1 Let A be an idempotent algebra. ThenA is hereditarily red-yellow
connected if and only ifvar(A) omits the unary and affine type.

We will also need two other useful properties. An algebraA such that every its
thin red edge and yellow edge is a subalgebra will be calledconglomerate. Every
algebra can be made conglomerate without destroying the connectivity of Gr(A)
and that of subalgebras ofA.

Proposition 2 ([5]) Let A = (A,F ) be a hereditarily red-yellow connected idem-
potent algebra,ab an edge ofGr(A) of semilattice or majority type,θ a congruence
witnessing this, and letRab = (a/θ ∪ b/θ) be a thick yellow edge or a thin edge
ab of Gr(A). Let alsoA′ = (A;F ′) be a reduct ofA such thatF ′ contains all
operations fromF preservingRab. ThenA′ is hereditarily red-yellow connected.

The reduct of an algebraA constructed by applying Proposition 2 iteratively
until every edge of the resulting algebra is a subalgebra will be called theconglom-
erate reductof A.

Operations witnessing the type of edges can be significantlyuniformized.

Proposition 3 ([5]) LetA be a finite idempotent algebra. For each edgeab let θab

denote the congruence witnessing that. There are term operationsf, g, h of A such
that
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f {a/θab
,b/θab

} is a semilattice operation ifab is a red edge (not necessarily thin),
it is the first projection ifab is a yellow or blue edge;

g{a/θab
,b/θab

} is a majority operation ifab is a yellow edge, it is the first projection

if ab is a blue edge, andg{a/θab
,b/θab

}(x, y, z) = f {a/θab
,b/θab

}(x, f {a/θab
,b/θab

}(y, z))

if ab is red;

hSg(ab)/θab
is an affine operation operation ifab is a blue edge, it is the first projec-

tion if ab is a yellow edge, andh{a/θab
,b/θab

}(x, y, z) = f {a/θab
,b/θab

}(x, f {a/θab
,b/θab

}(y, z))

if ab is red.

Fixing operationf which is semilattice on all red edges we can also choose
and fix orientation of such edges: ifab is a red edge then it is directed froma to b
if f(a, b) = f(b, a) = b (we will only need thin edges). This will also be denoted
by a ≤ b. We will always assume that operationf is fixed. If there is a directed
path inGr(A) connectinga andb and consisting of red edges then we writea ≺ b.

Proposition 4 ([5]) LetA be an idempotent algebra. There is a binary term oper-
ationf of A such thatf is a semilattice operation on every red edge ofGr(A) and,
for anya, b ∈ A, eithera = f(a, b) or the pair(a, f(a, b)) is a thin red edge.

Let Gr′(A) denote the subgraph ofGr(A) obtained by removing all yellow
edges. It will sometimes be convenient to consider the partial orderScc(A) of
strongly connected components (scc) ofGr′(A). The scc containing an elementa
will be denoted bŷa. Thefilter generated bya, denotedFt(a), is the union of all
scc’s from the filter generated bŷa in Scc(A). By max(A) we denote the set of the
maximal elementsof the graphGr′(A), that is, elements from maximal (under the
partial order) scc’s ofGr(A).

An r-path in Gr(A) is a path in this graph that contains only red edges. An
r-path is said to bedirectedif all its edges are oriented in the right direction. Anal-
ogously, Anry-path in Gr(A) is a path in this graph that contains both red and
yellow edges. An ry-path is said to bedirectedif all its red edges are oriented in
the right direction.

3 Prerequisites

In this section we prove several auxiliary statements.

Lemma 1 (Path Expansion Lemma)Let R be a subdirect product of relations
R1 andR2, R1 m-ary, and(a,b) ∈ R. If a = a1,a2, , . . . ,ak ∈ R1 is an r-path,
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then there areb = b1,b2, . . . ,bk ∈ R2 such that(a1,b1), . . . , (ak,bk) is an
r-path inR. Moreover, ifb is maximal, then thebi are also maximal and belong
to the same scc.

Proof: See [2]. 2

Lemma 2 Let B be a subalgebra ofA. Then, for everya, b ∈ B such thatb ∈
Ft(a), there existsn ∈ N such that the equation

f(f(. . . f(f(a, x1), x2) . . . , xn−1)xn) = b

is solvable inB.

Proof: The lemma follows straightforwardly from the definition of r-connectedness.
2

By F(A) for an algebraA we denote the set of itsfactors, that is homomorphic
images of subalgebras.

Lemma 3 LetR be a subdirect product ofD1, . . . ,Dn ∈ F(A) andI1, . . . , Ik ⊆
{1, . . . , n}. Then for any tuplea′ = (a[i])i∈I1 ∈ max(prI1R) there exista[j] ∈
Dj, j ∈ [n] − I1, such thata ∈ R and prIt

a ∈ max(prIt
R) for each t ∈

{2, . . . , k}.

Proof: See [2]. 2

Lemma 4 Let R be a subdirect product ofD1,D2 and B,C maximal scc’s of
D1,D2, respectively, such thatR ∩ (B × C) 6= ∅. Then for anyb ∈ B there
is c ∈ C with (b, c) ∈ R.

Proof: See [2]. 2

An algebraB from F(A) is said to bemaximal generatedif B = Sg(C) where
for some maximal sccC. It is calledarbitrarily maximal generatedif B = Sg(C)
where for some maximal sccC. We will need three versions of the following
lemma.

Lemma 5 LetR be a subdirect product ofD1,D2 ∈ F(A), andD1,D2 are gener-
ated by maximal scc’sB1, B2, respectively, such that there exist an elementa ∈ B1

with {a} ×B2 ⊆ D. ThenR = D1 × D2.
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Proof: We prove by induction that{c} × D2 ⊆ R for every c ∈ D1. The
inclusion {a} × D2 = Sg({a} × B2) ⊆ R forms the base case of induction.
Further, suppose that there isd ∈ D1 such thatd ≤ c and{d} × D2 ⊆ D. Take

an arbitraryb ∈ B2. For a certainb1 ∈ D2, we have

(
c
b′

)
∈ D. Set

(
c
b1

)
=

f

((
d
b

)
,

(
c
b′

))
∈ R. Thenb1 ∈ b̂ = B2. By Lemma 2, there existb2, . . . , bl ∈

D2 such thatf(f(. . . f(b1, b2) . . .), bl) = b. It is easy to see that

f

(
f

(
. . .

((
c
b1

)
,

(
d
b2

))
, . . .

)
,

(
d
bl

))
=

(
c
b

)
∈ D.

Therefore,{c} × D2 = Sg({c} × b2) ⊆ R. Since there is a path froma to every
c ∈ max(D1), this holds for everyc ∈ b1. Finally, asD1 = Sg(B1), the result
follows. 2

Lemma 6 LetR be a subdirect product of an maximal generated algebrasD1,D2 ∈
F(A) generated by maximal scc’sA1, A2, respectively, such thatR∩(A1×A2) 6=
∅ and there exists an elementa ∈ D1 with {a} ×B2 ⊆ D. ThenR = D1 × D2.

Proof: We prove that{c} × D2 ⊆ R for everyc ∈ A1. As in the proof of
Lemma 5 we can show that if{b}×D2 ⊆ R then{c}×D2 ⊆ R for anyc ∈ Ft(b).
Therefore it suffices to prove the result only for one elementfromA1.

First we show that there are a term operationf ′ of A andb ∈ A1 such that
f ′(b, a) = b andf ′ is a semilattice operation on every thin red edge. Iff(b, a) = b
for someb ∈ A1 we setf ′ = f . Otherwise take an arbitrary elementb0 ∈ A1 and
construct a sequenceb0, b1, b2, . . . with bi+1 = f(bi, a). Clearly all thebi belong
toA1. There arei, j such thatbi = bj. Then chooseb = bi and

f ′(x, y) = f(. . . f(f︸ ︷︷ ︸
j−i times

(x, y), y) . . . y).

As is easily seen,f ′(b, a) = b.
SinceR ∩ (A1 × A2) 6= ∅, by Lemma 4 this set is a subdirect product ofA1

andA2. There is a maximald ∈ A2 with (b, d) ∈ R. LetC be the set of alle ∈ A2

such that(b, e) ∈ R, note thatC 6= ∅. If C 6= A2 then there aree ∈ C and
e′ ∈ A2 − C andee′ is a thin red edge. Then

(
b
e′

)
= f

((
b
e

)
,

(
a
e′

))
∈ R,

a contradiction.
To complete the prove we use the fact thatA1 generatesD1 andA2 generates

D2. 2
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Lemma 7 LetR be a subdirect product ofD1,D2 ∈ F(A), letA1, A2 be maximal
scc’s ofD1,D2, respectively, such thatR ∩ (A1 × A2) 6= ∅. If there exist an
elementa ∈ D1 with {a} ×A2 ⊆ R, thenA1 ×A2 ⊆ R.

Proof: We prove that{c} × A2 ⊆ R for everyc ∈ A1. As before it suffices
to prove the result only for one element fromA1. Note also that elementa can be
chosen maximal.

As in the proof of Lemma 6, there are a term operationf ′ of A andb ∈ A1 such
that f ′(b, a) = b andf ′ is a semilattice operation on every thin red edge. Since
R ∩ (A1 ×A2) 6= ∅, we complete the proof as in Lemma 6. 2

Lemma 8 Let A = Sg(a, b) be simple,a, b ∈ max(A), andR a subdirect square
of A. Let alsoS be the tolerance defined by{(c, d) ∈ A2 | (e, c), (e, d) ∈
R for somee}. If S is a connected tolerance then there is a sequencea = d1, . . . , dk =
b′ such that(di, di+1) ∈ S, di is maximal,b′ ∈ b̂, and ifai are such that(ai, di), (ai, di+1) ∈
R thenai can also be chosen maximal.

Proof: We start with any sequencea = d1, . . . , dk = b, (di, di+1) ∈ S con-
nectinga andb. Such a sequence exists becauseS is a connected tolerance. We
prove by induction onk. The base case of induction is obvious by the choice
of a. Supposedi is maximal. Letdi+1 = e1 ≤ . . . ≤ es be a directed r-path
and es a maximal element. Let also(bj , ej) ∈ R be extensions of theej and
(aq, dq), (aq, dq+1) ∈ R for q ∈ [k − 1]. Then for eachq, i ≤ q ≤ k − 1, we con-
struct the sequenceaq = a1

q ≤ . . . ≤ as
q and for eachq, i ≤ q ≤ k, the sequence

dq = d1
q ≤ . . . ≤ ds

q, where

aj
q = f(aj−1

q , bj) and dj
q = f(dj−1

q , ej).

Then observing that

(
a1

q

d1
q

)
=

(
aq

dq

)
and

(
aj+1

q

dj+1
q

)
= f

((
aj

q

dj
q

)
,

(
bj+1

ej+1

))
, and

(
a1

q

d1
q+1

)
=

(
aq

dq+1

)
and

(
aj+1

q

dj+1
q+1

)
= f

((
aj

q

dj
q+1

)
,

(
bj+1

ej+1

))

we get that

(
as

q

ds
q

)
,

(
as

q

ds
q+1

)
∈ R for any i ≤ q ≤ n − 1. Note also thatds

i+1 is a

maximal element. Continuing in a similar way we also can guarantee thatas
q is a

maximal element.
Sincedi is maximal anddi ≺ ds

i , these two elements belong to the same scc.
Therefore, there is a directed r-pathds

i = e′1 ≤ . . . ≤ e′t = di. Let also(b′j , e
′
j) ∈ R
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be extensions of thee′j . Then for eachq, i ≤ q ≤ k − 1, we construct sequence
as

q = p1
q ≤ . . . ≤ pt

q and for eachq, i ≤ q ≤ k, sequenceds
q = r1q ≤ . . . ≤ rt

q,
where

pj
q = f(pj−1

q , b′j) and rj
q = f(rj−1

q , e′j).

Then observing that

(
p1

q

r1q

)
=

(
as

q

ds
q

)
and

(
pj+1

q

rj+1
q

)
= f

((
pj

q

rj
q

)
,

(
b′j−1

e′j−1

))
, and

(
p1

q

r1q+1

)
=

(
pq

rq+1

)
and

(
pj+1

q

rj+1
q+1

)
= f

((
pj

q

rj
q+1

)
,

(
b′j−1

e′j−1

))

we get that

(
pt

q

rt
q

)
,

(
pt

q

rt
q+1

)
∈ R for any i ≤ q ≤ n − 1. Note also thatrt

i = di,

rt
i+1 is a maximal element, andrt

n belongs to the same scc asb. 2

4 Maximal-generated algebras

First, we prove Theorem 1 in a narrow particular case. While the main result of
this section will be used only in the very end, several intermediate results will be
very helpful throughout the paper.

Arguments in this section follow the line of those in [3].

4.1 Binary relations

Our first purpose is to show that a subdirect product of simplearbitrarily maximal
generated algebras has a very restricted form. Thegraphof a mappingπ : D1 →
D2 is the binary relationGπ = {(a, π(a)) | a ∈ D1} overD1,D2.

Lemma 9 LetR be a subdirect product of simple maximal generatedD1,D2 ∈
F(A), generated by maximal scc’sA1, A2, respectively, and letR ∩ (A1 ×A2) 6=
∅. ThenR is either the graph of a bijective mapping fromD1 to D2, or D1 × D2.

Proof: Notice first, that ifR is the graph of a mappingπ : D1 → D2, then the
kernel ofπ is a congruence ofD1 and, sinceD1 is simple,π is a bijection. The
same holds ifR is the graph of a mapping fromD2 into D1.

Suppose thatR is neitherD1 × D2 nor the graph of a bijective mapping, and
that |D1| + |D2| is the smallest number such that there exists a subdirect product
of simple maximal generated with this property. We show thatthere isb ∈ D1 [or
b ∈ D2] such that{b} × D2 ⊆ R [respectively,D1 × {b} ⊆ R].
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Fora ∈ D1, b ∈ D2 byBa, Cb we denote the sets{c | (a, c) ∈ R}, {c | (c, b) ∈
R} respectively.

CLAIM 1. For anyA ⊂ D1 [anyA ⊂ D2], there isa ∈ D2 [respectively,a ∈ D1]
andb ∈ A, c ∈ D1 − A [respectively,c ∈ D2 − A] such that(b, a), (c, a) ∈ R
[respectively,(a, b), (a, c) ∈ R].

The claim follows from the fact that the tolerances̺1 = {(a, b) | there isc
such that(a, c), (b, c) ∈ R} and̺2 = {(a, b) | there isc such that(c, a), (c, b) ∈
R} on D1 andD2, respectively, are connected.

Takea ∈ D1 such that|Ba| > 1 and setE1 = {a}, and for eachi > 0

Ei+1 =

{ ⋃
b∈Ei

Bb if i is odd⋃
b∈Ei

Cb if i is even.

By Claim 1, for eachi > 0,Ei ⊂ Ei+2 unlessEi = D1 orEi = D2. Therefore, for
somel > 1, El = D1 or El = D2. Without loss of generality, supposeEl = D2,
andEl−1 6= D1,El−2 6= D2.

CLAIM 2. For eachi, 1 ≤ i ≤ l, Ei is a subalgebra ofD1 or D2.

We prove the claim by induction. In the base case of inductionE1 = {a} is
a subalgebra, becauseD1 is idempotent. IfEi is a subalgebra, andEi ⊆ D1, then
for anya2, b2 ∈ Ei+1 there area1, b1 ∈ Ei such that(a1, a2), (b1, b2) ∈ R. Then(
f(a1, b1)
f(a2, b2)

)
= f

((
a1

a2

)
,

(
b1
b2

))
∈ R, f(a1, b1) ∈ Ei, hence,a2 ∗ b2 ∈ Ei+1.

The proof in the caseEi ⊆ D2 is analogous.

Thus,El−1 is a proper subalgebra ofD1 such that
⋃

b∈El−1
Bb = D2.

Define a sequenceB0,B1, . . . ,Bk of algebras and a sequence of congruences
θ0, θ1, . . . , θk whereθi is a congruence ofBi through the following rules.
1) B0 is generated by a maximal scc ofEl−1 such that it containsa ∈ D1 with
|Ba| > 1 andBa ∩A2 6= ∅ (later we show that such an scc exists).
2) Suppose thatBi is already defined. Letθi be its maximal congruence or the
identity relation ifBi is simple.
3) If Bi is a singleton, thenk = i and the process stops. Otherwise setBi+1 to be
the algebra generated by a maximal scc of a class ofθi that containsa ∈ D1 with
|Ba| > 1 andBa ∩A2 6= ∅ (as we shall prove later, such a class exists).

SetB′
i = Bi/θi

and

R(i) = {(a, b) | a = a′θi wherea′ ∈ Bi, (a′, b) ∈ R}

⊆ B′
i × D2.
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We prove that, for everyi, (i) for any b ∈ D2 there existsa ∈ Bi such that
(a, b) ∈ R, (ii) if Bi is generated by its maximal sccS then(c, d) ∈ R for some
c ∈ S andd ∈ A2, and (iii)R(i) = B′

i × D2.
If i = 0, then (i) holds by the choice ofEl−1, and Lemma 3. ConsiderR′ =

R ∩ (Eℓ−1 × D2). Since|Ba| > 1 for somea ∈ Eℓ−1, the tolerance̺ ′
2 = {(a, b) |

there isc such that(c, a), (c, b) ∈ R′} is connected. Take two maximal elements
b, c ∈ D2 such thatb ∈ A2. By Lemma 8 there are maximal elementsa′ ∈ Eℓ−1

andb′ ∈ D2 such that(a′, b), (a′, b′) ∈ R′. Therefore for the maximal component
generatingB0 we can choosêa′. Also (ii) holds, as(a′, b) ∈ R anda′ ∈ â′, b ∈ A2.
Therefore,R(0) is not the graph of a mapping, and, sinceB′

0 is simple, maximal
generated and|B′

0| + |D2| < |D1| + |D2|, we getR(0) = B′
0 × D2.

Suppose that fori − 1 properties (i), (ii), (iii) hold. Then, for anya′ ∈ B′
i−1

we have{a′} × D2 ⊆ R(i−1), that is, by Lemma 3, for everyb ∈ D2 there exists
a ∈ Bi such that(a, b) ∈ R, that proves (i) fori. By (ii) for i− 1 theθi−1-classA
containingBi contains an elementb such that|Bb| > 1. Arguing as in the previous
paragraph,Bi can be chosen such thatb ∈ Bi and(b, c) ∈ R for somec ∈ A2.
Finally, asB′

i is simple we haveR(i) = B′
i × D2.

We have provedR(k) = B′
k × D2. SinceBk is a singleton, say,Bk = {b} this

impliesBk = B′
k, that is{b} × D2 ⊆ R.

To complete the proof we just have to apply Lemma 5. 2

Note that the second part of the proof is valid for a subdirectproduct of not
only simple maximal generated algebras.

Corollary 1 LetR be a subdirect product ofD1,D2 ∈ F(A) whereD2 is simple
maximal generated andR is not the graph of any mappingπ : D1 → D2. Then
there existsa ∈ D1 such that{a} × D2 ⊆ R.

To prove this we should putB0 equal tomax(D1).

Corollary 2 LetR be a subdirect product of maximal generatedD1,D2 ∈ F(A),
say, the algebras are generated by their maximal scc’sA1, A2, respectively, and
D2 is simple. Let alsoR ∩ (A1 ×A2) 6= ∅. Then eitherR = D1 × D2, or there is
a surjective mappingπ : D1 → D2 such thatR = {(a, π(a)) | a ∈ D1}.

Proof: If R is not the graph of a mapping then we are in the conditions of
Corollary 1. Therefore there existsa ∈ D1 such that{a} × D2 ⊆ R. Since
R ∩ (A1 ×A2) 6= ∅, by Lemma 6, we getR = D1 × D2. 2

Observe now that ifR is a subdirect product of abitrariry maximal generated
D1,D2, then by Lemma 3R ∩ (A1 × A2) 6= ∅ for some maximal scc’sA1, A2

such thatD1 = Sg(A1) andD2 = Sg(A2).
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Corollary 3 LetR be a subdirect product of arbitrarily maximal generatedD1,D2 ∈
F(A), andD2 is simple. Then eitherR = D1×D2, or there is a surjective mapping
π : D1 → D2 such thatR = {(a, π(a)) | a ∈ D1}.

4.2 Multi-ary relations

In this subsection we consider non-binary relations.

Lemma 10 LetR be a subdirect product of simple maximal generatedD1,D2,D3 ∈
F(A). Let the algebras be generated by maximal scc’sA1, A2, A3, respectively,
andR∩ (A1 ×A2 ×A3) 6= ∅. If Di ×Dj ⊆ pri,jR for everyi, j ∈ {1, 2, 3}, then
R = D1 × D2 × D3.

Proof: Suppose without loss of generality that|D1| ≤ |D2| ≤ |D3|. Fora ∈ D1

set
Ra = {(b2, b3) | (a, b2, b3) ∈ R}.

Notice that, for everya ∈ D1, Ra is a subalgebra ofpr2,3R, and, sincepr1,2R =
D1 × D2, pr1,3R = D1 × D3, the algebraRa is a subdirect product ofD2,D3. By
Lemma 9,Ra is either the graph of a bijective mapping orD2 × D3.

Suppose first thatRa is not the graph of a mapping for somea ∈ D1. By
Corollary 1 there isb ∈ D2 such that(a, b)×D3 ⊆ R. Applying Lemma 6 treating
R as a subdirect product ofpr1,2R = D1 ×D2 andD3 we getA1 ×A2 ×D3 ⊆ R.
This impliesR = D1 × D2 × D3.

Now suppose that, for everya ∈ D1, the setRa is the graph of a bijective
mappingπa : D2 → D3. This immediately implies|D2| = |D3|, let us denote this
number byk, and aspr2,3R = D2 × D3, there are at leastk different relations
of the formRa. Therefore,|D1| = k and |Ra| = k for anya ∈ D1. Moreover,
|pr2,3R| = k2, which meansRa ∩ Ra′ = ∅ whenevera 6= a′, a, a′ ∈ D1. The
equivalence relation∼ on pr2,3R where(a, b) ∼ (c, d) iff (a, b), (c, d) ∈ Re for
somee ∈ D1, is a congruence ofpr2,3R = D2 × D3.

SinceD2
∼= D3, D2 × D3 can be treated as the square ofD2. Recall that an

elementa of an algebraA is said to beabsorbingif whenevert(x, y1, . . . , yn) is an
(n + 1)-ary term operation ofA such thatt depends onx and(b1, . . . , bn) ∈ An,
then t(a, b1, . . . , bn) = a. A congruenceθ of A2 is said to beskewif it is the
kernel of no projection mapping ofA2 onto its factors.D2 is a simple idempotent
algebra, therefore, by the results of [11] one of the following holds: (a)D2 is term
equivalent to a module; (b)D2 has an absorbing element; or (c)D2

2 has no skew
congruence. Case (a) is impossible, becauseD2 has a 2-element subalgebra term
equivalent to a semilattice, but no module has such a subalgebra. If in case (b)
a is an absorbing element, thenf(a, b) = a for any b ∈ D2 that would imply
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that any maximal scc is a singleton, which contradicts the fact thatD2 is maximal
generated. Finally, case (c) is also impossible, because∼ is a skew congruence.

Thus, our assumption thatRa is the graph of a mapping for alla ∈ D1 cannot
be the case, and the lemma is proved. 2

Lemma 11 LetR be a subdirect product of simple maximal generatedD1, . . . ,Dn ∈
F(A), say,Di is generated by a maximal sccAi; and letR∩(A1× . . .×An) 6= ∅.
If Di × Dj ⊆ pri,jR for everyi, j ∈ [n], thenR = D1 × . . .× Dn.

Proof: We prove the lemma by induction. The base case of inductionn = 2, 3
have been proved in Lemmas 9, Lemma 10. Suppose that the lemmaholds for
each number less thann. Takea ∈ D1 and denote byRa the set{(b2, . . . , bn) |
(a, b2, . . . , bn) ∈ R}. By Lemma 10,D1×Di×Dj ⊆ pr1,i,jR for any2 ≤ i, j ≤ n.

ThenDi × Dj ⊆ pri,jRa. Now if a is such thatRa ∩ (A2 × . . . × An)
µ
≡ ∅ then

by induction hypothesisRa = D2 × . . . × Dn. The lemma is now follows from
Lemma 7. 2

Definition 1 A relationR ⊆ D1 × . . . × Dn is said to bealmost trivial if there
exists an equivalence relationθ on the set{1, . . . , n} with classesI1, . . . , Ik, such
that

R = prI1R× . . . × prIk
R

whereprIj
R = {(ai1 , πi2(ai1), . . . , πil(ai1)) | ai1 ∈ Di1}, Ij = {i1, . . . , il}, for

certain bijective mappingsπi2 : Di1 → Di2, . . . , πil : Di1 → Dil .

Proposition 5 LetR be subdirect product of simple maximal generated algebras
D1, . . . ,Dn from F(A), say,Di is generated by a maximal sccAi; and letR ∩
(A1 × . . . ×An) 6= ∅. ThenR is an almost trivial relation.

Proof: See [3]. 2

As before the conditions of Proposition 5 hold if all the algebras involved are
arbitrarily maximal generated.

Corollary 4 LetR be subdirect product of simple arbitrarily maximal generated
algebrasD1, . . . ,Dn fromF(A). ThenR is an almost trivial relation.

Corollary 5 Let P = (V ;F(A); δ; C) be a 3-minimal problem instance, where
A is a class of simple arbitrarily maximal generated algebrasfrom F(A), and
each constraint relation is a subdirect product of its domains. Then if none of the
constraint relations ofP is empty thenP has a solution.

11



Proof: See [3]. 2

We complete this section with two other auxiliary lemmas.

Lemma 12 Let R be a subdirect product of maximal generatedD1, . . . ,Dn ∈
F(A), whereD1 is simple. Let alsoD1 be generated by a maximal sccA1,
pr2,...,nR is maximal generated, say, by a maximal sccQ, R ∩ (A1 × Q) 6= ∅,
andpr1,iR = D1 × Di for i ∈ {2, . . . , n}, ThenR = D1 × pr2,...,nR.

Proof: We prove the lemma by induction onn. The casen = 2 is obvious.
Consider the casen = 3. We use induction on|D1|+ |D2|+ |D3|. The trivial case
|D1| + |D2| + |D3| = 3 gives the base case of induction. LetQ be the maximal
scc of pr2,3R generating it. If bothD2,D3 are simple, then the result follows
from Proposition 5. Otherwise, suppose thatD3 is not simple. Take a maximal
congruenceθ of D3, fix a θ-classC and considerR′ ⊆ D1 × D2 × D3/θ, R′′ ⊆ R
such that

R′ = {(a, b, cθ) | (a, b, c) ∈ R},

R′′ = {(a, b, c) | (a, b, c) ∈ R, c ∈ C},

andR′′′ ⊆ R, the algebra generated by a maximal sccQ′ ofR′′ such thatpr2,3Q
′∩

Q 6= ∅. Obviously,pr1,3R
′′ = D1 × C. Moreover,D1 × C ′′ ⊆ pr1,3R

′′′, where
C ′′ is the algebra generated by a certain maximal sccC ′ of C. By Corollary 1,
pr2,3R

′ is either the graph of a bijective mapping, orD2 × D3/θ.

CASE 1. pr2,3R
′ is the graph of a bijective mappingπ : D2 → D3/θ.

In this caseB′′ = pr2R
′′′ is the algebra generated by a maximal sccB′ of

B = π−1(C). Since for each(a, b) ∈ D1 × B ⊆ pr1,2R there isc ∈ C with
(a, b, c) ∈ R, we haveD1 × B ⊆ pr1,2R

′′. Furthermore,D1 × B′′ is the algebra
generated by a maximal scc ofD1 ×B, hence,pr1,2R

′′′ = D1 ×B′′.
Since |D1| + |B′′| + |C ′′| < |D1| + |D2| + |D3|, andpr2,3R

′′′ is maximal
generated, inductive hypothesis impliesD1 × pr2,3R

′′′ ⊆ R′′′. In particular, there
is (a, b) ∈ pr2,3R

′′′∩Q ⊆ pr2,3R such thatD1×{(a, b)} ⊆ R. To finish the proof
we just apply Lemma 6.

CASE 2. pr2,3R
′ = D2 × D3/θ.

Since|D1|+ |D2|+ |D3/θ| < |D1|+ |D2|+ |D3|, D3/θ is simple, andpr1,2R =
D1 × D2, by inductive hypothesis,R′ = D1 × D2 × D3/θ. Therefore,pr1,2R

′′ =
D1 × D2. Thenpr1,2R

′′′ = D1 × D2. Now we argue as in Case 1.

12



Let us assume that the lemma is proved forn − 1. ThenD1 × pr3,...,nR ⊆
pr1,3,...,nR. Denotingpr3,...,nR by R′ we haveR ⊆ D1 × D2 × R′, and the con-
ditions of the lemma hold for this subdirect product. ThusR = D1 × pr2,...,nR as
required. 2

Lemma 13 LetR be a subdirect product ofD1, zD2,D3 such that it is generated
byR∩ (â× b̂× ĉ) for some maximal elementsa, b, c, and such that̂a× ĉ ⊆ pr13R,
b̂ × ĉ ⊆ pr23R, andQ = max(pr12R ∩ (â × b̂)) is strongly r-connected. Then
pr12R× ĉ ⊆ R.

Proof: Let R′ be the relation generated byR ∩ (Q × ĉ). Thenpr1,2R
′ is

maximal generated. It is not hard to see that for any(b′, c′) ∈ b̂× ĉ there isa′ ∈ â
such that(a′, b′, c′) ∈ R. Since(b′, c′) is maximal by Lemma 3a′ can be chosen
such that(a′, b′) ∈ max(pr1,2R ∩ (â × b̂) = Q. This impliesb̂ × ĉ ⊆ pr2,3R,
and, thereforeD2 × D3 ⊆ pr2,3R

′. Similarly, D1 × D3 ⊆ pr1,3R
′. Finally, R′

is a subdirect product ofD1,D2,D3 and these algebras are maximal generated by
â, b̂, ĉ, respectively.

We show that for any subalgebraS of pr3R such that (a)S is maximal gen-
erated by a maximal sccA, (b) â × A ⊆ pr13R ,̂b × A ⊆ pr23R; (c) Q ⊆
pr12(R∩ (â× b̂×S)); (d)R∩ (Q×A) 6= ∅, the following is true: there isd ∈ S
such thatQ × {d} ⊆ R. Observe that (b) implies (b’)pr1R × Q ⊆ pr1,3R

′ and
pr2R×Q ⊆ pr2,3R

′

We prove by induction on the size ofS. If |S| = 1, then the claim is obvious.
Suppose that the result holds for all subalgebras satisfying conditions (a)–(d) and
smaller thanS. SetQ′ = {(c1, c2, c3) ∈ Q | c3 ∈ S}. If S is simple then the result
follows from Lemma 10. Otherwise letθ be a maximal congruence ofS, and let

Rθ = {(c1, c2, c
θ
3) | (c1, c2, c3) ∈ R′}.

By Lemma 12Rθ = pr12R
′ × S/θ. Take a classS′ of θ, a maximal sccB of S′

such thatR ∩ (Q× B) 6= ∅, and letS′′ = Sg(B). By the induction hypothesis it
suffices to show thatS′′ satisfies conditions (a)–(d).

Condition (a) holds by the choice ofS′′. Condition (b) follows from (b’) for
Q. LetC = Q ∩ pr12(R ∩ (â × b̂ × B)), sinceR ∩ (Q × B) 6= ∅, C 6= ∅. As
Q is strongly r-connected there ared ∈ C andd

′ ∈ Q− C such thatdd
′ is a thin

red edge. Takee ∈ B ande′ ∈ S such that(d, e), (d′, e′) ∈ R. Suche′ exists, as
Q ⊆ pr12(R ∩ (â× b̂× S′)). Set

(
d
′

e′′

)
= f

((
d

e

)
,

(
d
′

e′

))
∈ R.
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Heree′′ ∈ B therefored′ ∈ C, a contradiction. ThusC = Q and (c) is true for
S′′. Finally (d) is true by the choice ofB. By inductive hypothesisQ × {d} ⊆ Q
for d ∈ S′′.

Sincepr3R
′ satisfies (a)–(d), there isd ∈ pr3R

′ with pr1,2R
′ × {d} ⊆ R′.

Applying Lemma 5 we obtain the result. 2

Corollary 6 LetR be a subdirect product of arbitrarily maximal generatedD1, . . . ,Dn ∈
F(A), whereD1 is simple,pr2,...,nR is maximal generated, andpr1,iR = D1 ×Di

for i ∈ {2, . . . , n}, ThenR = D1 × pr2,...,nR.

5 Connectivity

Let A be a finite algebra such thatvar(A) omits the unary and affine types.
We say that an algebraA satisfies theyellow connectivity propertyif for any

maximal scc’sB,C of Gr′(A) there areb ∈ B andc ∈ C such thatbc is a thin
yellow edge. The main goal of this section is to prove

Proposition 6 Any conglomerate algebraA satisfies the yellow connectivity prop-
erty.

We will prove by induction on the size ofA. The base case of induction,|A| =
2 is trivial. Proposition 6 will follow from a series of lemmas. In all the lemmas we
assume the inductive hypothesis. Thus, we assume thatA is a conglomerate algebra
such that every its proper subalgebra satisfies the yellow connectivity property.

Lemma 14 LetR be a subalgebra of the direct product of algebrasA1, . . . ,An

each of which satisfies the yellow connectivity property. ThenR satisfies the yellow
connectivity property.

Proof: We proceed by induction on the arity ofR. If R is unary, the claim is
obvious that gives us the base case of induction. Suppose theresult is true for all
relations of smaller arity. Takea,b ∈ max(R). We distinguish two cases.

CASE 1. a[n] = b[n]

Consider the algebraR′ = R ∩ (A1 × . . . × An−1 × {a[n]}), and takea′,b′ ∈
max(R′) such thata ≺ a

′ andb ≺ b
′. Observe that we might not be able to take

a
′ = a andb

′ = b, becausea,b may not be maximal elements inR′. By inductive
hypothesis there area′′ ∈ p̂r[n−1]a

′ andb
′′ ∈ p̂r[n−1]b

′ such thata′′
b
′′ is a thin

yellow edge. Clearly,(a′′,a[n])(b′′,a[n]) is also a thin yellow edge. Finally we
note that these tuples belong toâ andb̂, respectively.
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CASE 2. a[n] 6= b[n]

Sincea[n],b[n] ∈ max(An), there is a directed ry-patha[n] = a1, . . . , ak = b[n]
in Gr′(An) that contains exactly one yellow edge. We will show that there are
a
′
1,a

′′
1,a

′
2, . . . ,a

′
k,a

′′
k such that

(a) there are directed r-paths froma to a
′
1 and froma

′′
k to b;

(b) a
′
i,a

′′
i ∈ max(Ri), whereRi = R(A1 × . . . × An−1 × {ai});

(c) eitherpr[n−1]a
′′
i = pr[n−1]a

′
i+1, or

– if aiai+1 is a thin yellow edge thena′′
i ,a

′
i+1 ∈ max(Rii+1), where

Rii+1 = R(A1 × . . .An−1 × {ai, ai+1}) (observe that, sinceaiai+1 is
a thin edge,{ai, ai+1} is a subalgebra), and there is a directed ry-path
containing only one yellow edge froma′′

i to a
′
i+1 in Rii+1;

– if aiai+1 is an r-edge thena′′
i a

′
i+1 is an r-edge anda′′

i ,a
′
i+1 belong to

the same scc ofGr′(R).

We proceed by induction oni. Choosea′
1 ∈ max(R1) such thata ≺ a

′
1.

It is possible becausea ∈ R1. This gives the base case of induction. Suppose
a
′
1,a

′′
1, . . . ,a

′
i are chosen.

CLAIM . If aiai+1 is a thin yellow edge and there isc ∈ pr[n−1]R such that
(c, ai), (c, ai+1) ∈ R, then there isd ∈ pr[n−1]R with the same property and such
thatd ∈ pr[n−1] max(Ri), d ∈ pr[n−1] max(Ri+1), andd ∈ pr[n−1] max(Rii+1).

It suffices to observe that ife ∈ pr[n−1](Ri ∩ Ri+1) ande
′ ∈ pr[n−1]Rii+1 is

such thate ≤ e
′ thene

′ ∈ pr[n−1]Ri ande
′ ∈ pr[n−1]Ri+1. By the assumption

(e, ai), (e, ai+1) ∈ R. Suppose that(e′, ai) ∈ R then

(
e
′

ai+1

)
= f

((
e

ai+1

)
,

(
e
′

ai

))
∈ R.

SUBCASE 2A . aiai+1 is a thin yellow edge.

If there isc ∈ pr[n−1] max(Rii+1) with (c, ai), (c, ai+1) ∈ R, then by Claim we
can set we can seta′′

i = (c, ai), a′
i+1 = (c, ai+1).

Otherwise take anyc ∈ max(Ri), d ∈ max(Ri+1). We havec,d ∈ max(Rii+1).
Indeed, ifc ≺ c

′ ∈ max(Rii+1) − max(Ri), then there aree, e′ such thate ≤ e
′,

(e, ai) ∈ R, and(e′, ai+1) ∈ R. Then

(
e
′

ai

)
= f

((
e

ai

)
,

(
e
′

ai+1

))
∈ R.
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By induction hypothesis there is a directed ry-path,c = c1, . . . , cℓ = d, in
pr[n−1]Rii+1. Every cj extends to a tuple fromRii+1 in a unique way. Thus
either (cj , ai) ∈ R or (cj , ai+1) ∈ R. Let j be such that(cj , ai) ∈ R and
(cj+1, ai+1) ∈ R, or (cj+1, ai) ∈ R and(cj , ai+1) ∈ R. We claim thatcjcj+1 is
a thin yellow edge. Indeed, ifcjcj+1 is a red edge then

(
cj+1

ai

)
= f

((
cj

ai

)
,

(
cj+1

ai+1

))
∈ R,

a contradiction. Finally, for anycjcj+1, r-edge(cj , ai)(cj+1, ai) (or (cj , ai+1)(cj+1, ai+1))
belongs to the same scc ofRii+1, and therefore to the same scc ofR. We seta′′

i = c

anda
′
i+1 = d.

SUBCASE 2B. aiai+1 is a red edge.

First, we construct a sequence of elements ofRii+1 as follows:

• Setc0 to be any maximal element fromRi, thus,c0[n] = ai.

• If cj is found, letdj be a maximal element fromRii+1 such thatcj ≤ dj

anddj [n] = ai+1. For instance, we can choosed′
j = f(cj , e), wheree is

any tuplee ∈ R with e[n] = ai+1, and thendj as any maximal element with
d
′
j ≺ dj .

• Sinceai, ai+1 belong to the same scc, there is a directed r-path fromai+1

to ai in An. Expanding this path to an r-path fromdj , we obtain a tuple
c
′
j+1 ∈ R such thatc′j+1[n] = ai anddj ≺ c

′
j+1 in R. Now setcj+1 to be

any maximal element fromRi with c
′
j+1 ≺ cj .

SinceRii+1 is finite for somej, ℓ ∈ N with j 6= ℓ (say, j < ℓ), we have
cj = cℓ. This means thatR contains a directed r-path fromcj to dj, and fromdj

to cj . Seta′′
i = cj anda

′
i+1 = dj .

Summarizing, by Case 1, there is a directed ry-path froma
′
i to a

′′
i for eachi; by

Subcase 2a there is a directed ry-path froma
′′
i to a

′
i+1 for thei such thataiai+1 is

a thin yellow edge; and, by Subcase 2b, there is a directed path froma
′′
i to a

′
i+1 for

eachi such thataiai+1 is a red edge. Moreover, in the latter casea
′′
i ,a

′
i+1 belong

to the same scc ofR. 2

Lemma 15 If ab is a yellow edge andθ a witnessing congruence ofSg(a, b) then
there is an automorphismϕ of Sg(a, b)/θ such thatϕ(aθ) = bθ andϕ(bθ) = aθ.

Proof: Follows from [5]. 2

Next we prove that a thick yellow edge can always be replaced with a thin
yellow edge.
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Lemma 16 Letab be a (thick) yellow edge inGr(A), A = Sg(a, b). Then there is
a′ ∈ max(aθ) ∩ Ft(a) and b′ ∈ max(bθ) ∩ Ft(b) such thata′b′ is a thin yellow
edge.

Proof: We prove by induction of the size ofA. The base case of induction,
|A| = 2, is obvious. So suppose the statement holds for all algebrasB with |B| <
|A|. We also assume the induction hypothesis of Proposition 6.

CLAIM 1. a andb are not connected inSg(a, b) with a r-path.

Indeed, ifa, b are r-connected then there area′′ ∈ aθ, b′′ ∈ bθ such thata′′b′′

or b′′a′′ is a red edge. Howeverf θ is a projection on{aθ, bθ}, a contradiction.

Suppose first that there arec ∈ max(aθ) andd ∈ max(bθ) such thata ≺ c,
b ≺ d, andSg(c, d) 6= A. Let θ′ denote the restriction ofθ onto Sg(c, d). Then
by the induction hypothesis there arec′ ∈ max(cθ

′

) and d′ ∈ max(dθ′) such
that c ≺ c′, d ≺ d′, andc′d′ is a thin y-edge. Thus we may assume that, for
any c ∈ max(aθ) ∩ Ft(a), d ∈ max(bθ) ∩ Ft(b), we haveSg(c, d) = A. In
particular, we may assume thata andb are maximal elements. Observe also that
max(A) = max(aθ) ∪ max bθ.

First we show thata, b can be chosen such that(a, b), (b, a) are maximal in the
subalgebra generated by{(a, b), (b, a)}. Indeed, choose maximala′ ∈ aθ ∩Ft(a),
b′ ∈ bθ ∩ Ft(b) such thatSg((a′, b′), (b′, a′)) is smallest possible. Let(c, d) be a
maximal element in this algebra such that(c, d) ∈ Ft((a′, b′)) ∪ Ft((b′, a′)). By
Claim 1, eitherc ∈ aθ, d ∈ bθ, or c ∈ bθ, d ∈ aθ. Sincec, d are maximal, by the
choice ofa′, b′ we haveSg((c, d), (d, c)) = Sg((a′, b′), (b′, a′)). Thusc, d satisfy
the required conditions.

We prove that subalgebraR of A6 generated by(a, b, a, b, b, a), (a, b, b, a, a, b),
(b, a, a, b, a, b) contains(a, b, a, b, a, b). It will be convenient for us to denoteci =
a for i = 1, 3, 5 andci = b for i = 2, 4, 6.

CLAIM 2. (a, b, a, b) is maximal inpr1234R.

Note thatpr12R = Sg((a, b), (b, a)) and that(a, b) is maximal inpr12R. Since
(a, b, a, b), (b, a, a, b) ∈ pr1234R, pr12R × {(a, b)} ⊆ pr1234R. Let c ∈ pr1234R
be such that(a, b, a, b) ≺ c. Then(c[1], c[2]) and(c[3], c[4]) are from the same
scc as(a, b). There is a directed r-path from(c[3], c[4]) to (a, b). By Lemma 1
this path can be extended to a path fromc to some tupled ∈ pr1234R such that
(d[3],d[4]) = (a, b) and(d[1],d[2]) belongs to the same scc as(c[1], c[2]), and
therefore(a, b). There is a path(d[1],d[2]) = d1 ≤ . . . ≤ dk = (a, b) in pr12R.
Sincepr12R × {(a, b)} ⊆ pr1234R, this path is extendible by(a, b) to a path in
pr1234R. This implies that(a, b, a, b) is maximal.
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CLAIM 3. For anyi ∈ {1, 3, 5}, and any(di, di+1) ∈ max(prii+1R ∩ (aθ × bθ))
there areaj ∈ cθj , j ∈ [6] − {i, i + 1}, such thata ∈ R, where

a[j] =

{
dj , if j = i or j = i+ 1,
aj , otherwise

Without loss of generality we may assume thati = 1. It suffices to prove
that there area3, a5 with the required properties, since by Lemma 15pr34R

θ and
pr56R

θ are graphs of an isomorphism, it impliesa4, a6 ∈ bθ.

Observe first that, since



a
b
a


 ,



b
a
a


 ∈ pr123R,pr125R, we havepr12R ×

{a} ⊆ pr123R,pr125R.
LetR′′ = pr12R ∩ (aθ × bθ) and

D = {(a′, b′) ∈ R′′ | there area3, a5 ∈ aθ such that(a′, b′, a3, a5) ∈ pr1235R}.

Since

g







a
b
a
b


 ,




a
b
b
a


 ,




b
a
a
a





 ∈




aθ

bθ

aθ

aθ


 ,

this set is non-empty. By the inductive hypothesisaθ and in bθ satisfy the yel-
low connectivity property. By Lemma 14 the same is true forR′′. Therefore
if max(R′′) 6⊆ D, there are(a′, b′) ∈ D and (a′′, b′′) ∈ R′′ − D such that
(a′, b′)(a′′, b′′) is a thin red or yellow edge.

ByR′ we will denote the relationpr1235R∩(aθ×bθ×aθ×aθ). If (a′, b′)(a′′, b′′)
is a red edge then take anya

′′ = (a′′, b′′, a′′3 , a
′′
5) ∈ pr1235R and anya′ = (a′, b′, a′3, a

′
5) ∈

R′. We have 


a′′

b′′

a′′′3

a′′′5


 = f







a′

b′

a′2
a′3


 ,




a′′

b′′

a′′3
a′′5





 ∈ R′.

Let (a′, b′)(a′′, b′′) be a yellow edge. Takea′′
1 = (a′′, b′′, a′′3 , b5),

a
′′
2 = (a′′, b′′, b3, a

′′
5) ∈ pr1235R such thata′′3 , a

′′
5 ∈ aθ. Such tuples exist because

as we observed abovepr12R × {a} ⊆ pr123R,pr125R, anda′′3 , a
′′
5 can be chosen

to bea. Let alsoa′ = (a′, b′, a′3, a
′
5) ∈ R′. Then for the tuple(a′′, b′′, a′′′3 , a

′′′
5 ) =

g(a′,a′′
1 ,a

′′
2) ∈ pr1235R we have(a′′, b′′, a′′′3 , a

′′′
5 ) ∈ R, a contradiction. Claim 3 is

proved.
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CLAIM 4. For anyI ∈ {{1, 2, 3, 4}, {1, 2, 5, 6}, {3, 4, 5, 6}}, there arebi ∈
max(cθi ), i ∈ [6] − I, such thata′ ∈ R, where

a
′[i] =

{
ci, if i ∈ I,
bi, if i 6∈ I.

Without loss of generality letI = {1, 2, 3, 4}. It suffices to show thatb5 with
the required properties exists. If it is so for sume tuplea we shall say that tuplea
is aθ-extendible.

We show first that if some tuplea ∈ pr12345R is aθ-extendible and there is
a directed r-path froma to b in pr1234R, thenb is alsoaθ-extendible. Indeed, if
(a, a5) ∈ pr12345R for somea5 ∈ aθ, then an r-path froma to b can be extended
to an r-path from(a, a5) to some(b, b5) in pr12345R. Sinceb5 is in the same
r-connected component asa5, it belongs toaθ, that implies the claim.

Let S = max(pr12R ∩ (aθ × bθ)) andS′ = pr1234R ∩ (aθ × bθ × aθ × bθ). It
will be convinient to denote the tuple(a, b) by a. Let

D = {b ∈ aθ×bθ | there isa′ ∈ aθ × bθ such that(a′,b) ∈ max(S′) and isaθ-extendible}

and

D′ = {b ∈ D | there isa′ ∈ â such that(a′,b) is aθ-extendible}.

By Claim 3D = pr34R ∩ (aθ × bθ). If max(D) ⊆ D′ then we are done. Indeed,
(a, b) ∈ max(D), hence, there isa′ ∈ â such that(a′, a, b) is aθ-extendible,
say, (a′, a, b, a5) ∈ pr12345R. Sincepr12R × {(a, b)} ⊆ pr1234R, there is a
directed path from(a′, a, b) to (a, a, b). This path can be extended to a path from
(a′, a, b, a5) to (a, a, b, a′5) in pr12345R for somea′5 ∈ aθ.

Now assume thatmax(D) 6⊆ D′. Claim 3 implies thatD′ 6= ∅: First take
a
′ = a and then extend it correspondingly to Claim 3 obtaining sometiple b ∈ D′.

As D is a subalgebra of direct product ofaθ andbθ, by the induction hypothesis
and Lemma 14 there areb′ ∈ D′ andb

′′ ∈ D − D′ such thatb′
b
′′ a thin red or

yellow edge.
If b

′
b
′′ is a red edge then take(a′,b′, a5) ∈ pr12345R for somea

′ ∈ â and
a5 ∈ aθ, and(a′′,b′′, a′5) ∈ pr12345R such thata′5 ∈ aθ and consider




a
′′′

b
′′

a′′5


 = f






a
′

b
′

a5


 ,




a
′′

b
′′

a′5




 .

For this tuple we havea′ ≤ a
′′′ and thereforea′′′ ∈ â anda′′5 ∈ aθ, a contradiction.
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If b
′
b
′′ is a yellow edge then consider the relation

S = pr12(R ∩ (A2 × {b′} × A2)) ∩ pr12(R ∩ (A2 × {b′′} × A2))

∩pr12(R ∩ (A2 × {b′,b′′} × aθ × bθ)).

This relation consists of all tuplesa′ such that(a′,b′), (a′,b′′) ∈ pr1234R and at
least one of them isaθ-extendible.

We show that̂a ⊆ pr12(R∩ (A2×{b′}×A2))∩pr12(R∩ (A2×{b′′}×A2)).
Since(a, b, a, b), (a, b, b, a) ∈ pr1234R, a × pr34R ⊆ pr1234R. Then ifd satisfies
the conditiond×pr34R ⊆ pr1234R, andd ≤ e thene also satisfies this condition.
Let F = {c ∈ max(pr34R) | (e, c) ∈ R1234R}. If there isc ∈ F andc

′ ∈
max(pr34R) such thatcc′ is a red edge then

(
e

c
′

)
= f

((
d

c
′

)
,

(
e

c

))
∈ pr1234R,

a contradiction. Otherwise if there is a maximal sccC such thatC ∩ F = ∅, then
takec

′ ∈ C andc ∈ F . We have
(

e

c
′′

)
= f

((
d

c
′

)
,

(
e

c

))
∈ pr1234R,

wherec
′ ≤ c

′′, and soc′′ ∈ F , a contradiction again. In the remaining caseF =
max(pr34R), in particular,(a, b), (b, a) ∈ F . This impliese × pr34R ⊆ pr1234R.

Therefore, as for somea′ ∈ â we have(a′,b′) is aθ-extendible,S 6= ∅. Now
letR′ = R ∩ (S × {b′,b′′} × A2) and

E = {a′ | (a′,b′′) ∈ pr1234R
′ and(a′,b′′) is aθ-extendible}.

If max(E) = max(pr12R
′) thena

′ ∈ max(pr12R
′) for somea′ ∈ â, and we get a

contradiction withb′′ 6∈ D′. Thus assumemax(E) 6= max(pr12R
′)

Next we show thatE 6= ∅. Suppose the contrary,E = ∅. This means, in
particular, that the relation

S′ = pr1234(R ∩ (aθ × bθ × {b′,b′′} × aθ × bθ))

is the graph of a mappingπ : pr12S
′ → {b′,b′′}. Sinceb′,b′′ ∈ D, bothπ−1(b′)

andπ−1(b′′) are non-empty. Moreover, as there isa
′ ∈ π−1(b′) ∩ â and{a′} ×

A2 ⊆ pr1234R, there is also(a′,b′′, b5) ∈ pr12345R for someb5 ∈ bθ. For any
a
′′ ∈ π−1(b′′) we have

g

((
a
′′

b
′′

)
,

(
a
′

b
′

)
,

(
a
′

b
′

))
∈ S′.
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Since g(b′′,b′,b′) = b
′ we have thata′′′ = g(a′′,a′,a′) ∈ π−1(b′). Now

let a5, a
′
5 ∈ aθ be such that(a′′,b′′, a5), (a

′,b′, a′5) ∈ pr12345R. Such a tuple
(a′′,b′′, a5) exists, asb′′ ∈ D. Then

g






a
′′

b
′′

a5


 ,




a
′

b
′′

b5


 ,




a
′

b
′

a′5




 =




a
′′′

b
′′

a′′5


 ∈ R′.

However,a′′′ ∈ π−1(b′) anda′′5 ∈ aθ, a contradiction with the assumption on the
structure ofS′.

If E ∩ max(pr12R
′) = ∅ then there area′ ∈ E anda

′′ ∈ pr12R
′ − E such

thata′ ≤ a
′′. Therefore(a′,b′′, a5), (a

′′,b′′, b′5) ∈ pr12345R for somea5 ∈ aθ,
andb5 ∈ A. Therefore




a
′′

b
′′

a′5


 = f






a
′

b
′′

a5


 ,




a
′′

b
′′

b5




 ,

belongs topr12345R anda′5 ∈ aθ. A contradiction.
Now we also need to show thatE ∩ (aθ × bθ) 6= ∅. AsE 6= ∅, (c,b′′, a5) ∈

pr12345R for somec ∈ E and a5 ∈ aθ. As {(a, b)} × pr34R ⊆ pr1234R,
(a,b′′, b5) ∈ pr12345R for someb5 ∈ A. Finally, asb′ ∈ D′, there area′ ∈ â and
a′5 ∈ aθ such that(a′,b′, a′5) ∈ pr12345R. Then the tuple




a
′′

b
′′

a′′5


 = g






c

b
′′

a5


 ,




a

b
′′

b5


 ,




a
′

b
′

a′5




 ,

wherea′′ ∈ aθ × bθ anda′′5 ∈ aθ belongs topr12345R.
Therefore by Lemma 14 there area′ ∈ E anda

′′ ∈ pr12R
′ −E such thata′

a
′′

is a thin red or yellow edge.
If a

′
a
′′ is a red edge then we argue as before. Ifa

′
a
′′ is a yellow edge then ob-

serve that(a′,b′′) and(a′′,b′) areaθ-extendible. Moreover,(a′′,b′′) ∈ pr1234R
′.

Takea1,a2,a3 ∈ R′ such thatpr1234a1 = (a′,b′′), pr1234a2 = (a′′,b′), pr1234a3 =
(a′′,b′′), anda1[5],a2[5] ∈ aθ. We get

g(a1,a2,a3) = g






a
′

b
′′

a1[5]


 ,




a
′′

b
′

a2[5]


 ,




a
′′

b
′′

a3[5]




 =




a
′′

b
′′

a′′′5


 ∈ R,

for somea5 ∈ aθ. A contradiction.
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Observation 1 Since(a, b, a, b, b, a) ∈ R and(a′, b′, a, b, a, b) ∈ R for somea′ ∈
aθ, b′ ∈ bθ by Claim 4,{(a, b)} × pr56R ⊆ pr3456(R ∩ (aθ × bθ × pr3456R).
The same holds for any combination of pairs{1, 2}, {3, 4}, {5, 6}, of coordinate
positions.

CLAIM 5. RelationR′ = R ∩ (â × â × â) is a subdirect product of̂a, â, andâ.
Moreover, any tuple from̂a × â is extendible by a tuple from̂a.

Let R = pr1234R ∩ (â × â). We show that everyb ∈ R can be extended by
a tuplea′ ∈ â. By Observation 1 we know that({a} × â) ∪ (â × {a}) ⊆ C =
{b ∈ pr1234R | (b,d) ∈ R,d ∈ aθ × bθ}. Show that̂a× â belongs to this set. Let
B = {c ∈ â | {c} × â ⊆ C}. If B 6= â, there arec ∈ B andc

′ ∈ â−B such that
cc

′ is a red edge. Let alsoB′ = {c′′ ∈ â | (c′, c′′) ∈ C}. Again asB′ 6= â there
arec

′′ ∈ B′ andc
′′′ ∈ â −B′ such thatc′′c′′′ is a red edge. Then

(
c
′

c
′′′

)
= f

((
c

c
′′′

)
,

(
c
′

c
′′

))
∈ R,

a contradiction.
If, for someb ∈ R and somed ∈ â, it holds that(b,d) ∈ R then everyb ∈ R

is extendible in̂a. This easily follows from the fact thatR = â × â by the same
argument as above.

Now due to directed ry-connectedness there arec, c′ ∈ pr56R∩ (aθ × bθ) such
that c extends tôa × â, while c

′ does not, andcc′ is a thin red edge or yellow
edge. Ifcc′ is a thin red edge then we quickly get a contradiction. Indeed, let
(b, c), (b′, c′) ∈ R whereb ∈ â × â. Then

(
b
′′

c
′

)
= f

((
b

c

)
,

(
b
′

c
′

))
R,

whereb ≤ b
′′, and sob′′ ∈ â × â.

Suppose thatcc′ is a thin yellow edge. SetR′ = R∩(aθ×bθ×aθ×bθ×{c, c′}).
It is easy to see that̂a ∩ max(pr12R

′) 6= ∅ andâ ∩ max(pr34R
′) 6= ∅. Indeed,

by Observation 1a ∈ pr12R
′, and ifa 6∈ max(pr12R

′) then there isa′ with a ≺ a
′

anda
′ ∈ max(pr12R

′). However,a′ ∈ â.
Let

D′ = {b ∈ pr34R
′ | (d,b) ∈ pr1234R

′, for d ∈ â, and(b, c′) ∈ pr3456R
′}, and

D = {b ∈ pr34R
′ | (d,b, c′) ∈ R′, for d ∈ â}.

Again by Observation 1D 6= ∅, and by the assumptionmax(D′) 6⊆ D (as is
easily seena ∈ D′, soâ∩D′ 6= ∅). On the other hand, ifb ∈ D thenFt(b) ⊆ D
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(hereFt(b) is computed inpr34R
′). Therefore there areb,b′ such thatb ∈ D and

b
′ ∈ D′−D, andbb

′ is a thin yellow edge. Note that for anyd ∈ â∩pr12R
′ with

(d,b′) ∈ pr1234R
′ we have(d,b′, c) ∈ R′.

SetR′′ = R′∩ (aθ ×bθ ×{b,b′}×{c, c′}). Observe thatmax(pr12R
′′)∩ â 6=

∅. Indeed,(b, c′) is extendible by somed ∈ â. Then we argue as before.
Set

E′ = {d ∈ max(pr12R
′′) | (d, c′) ∈ pr1256R

′′, (d,b′) ∈ pr1234R
′′}, and

E = {d ∈ max(pr12R
′′) | (d,b′, c′) ∈ R}.

Note thatE 6= ∅, sinceb
′ ∈ D′. Moreover, ifd ∈ E thenFt(d) ⊆ E (here

Ft(d) is computed inpr12R
′′). Observe thatmax(E′) 6⊆ E. Indeed, otherwise by

the choice ofb we have(e,b, c′) ∈ R for all e ∈ Ft(a) (computed inE′), so,
(e, c′) ∈ pr1256R

′′ for all e ∈ Ft(a). Also, asb′ ∈ D′, it holds that(e,b′) ∈
pr1234R

′′ for all e ∈ Ft(a), an by the choice ofD′ we have(e,b′, c) ∈ R for all
e ∈ Ft(a). ThusFt(a) ∩ max(E′) 6= ∅, andFt(a) ∩ E 6= ∅ would contradict
the construction ofE.

Therefore there ared,d′ such thatd ∈ E, d
′ ∈ E′ − E andd,d′ is a thin

yellow edge.
We have:(d,b′, c′) ∈ R by the choice ofd; (d′,b, c′) ∈ R, because(d′, c′) ∈

pr1256R
′′ and(d′,b′, c′) 6∈ R by the choice ofd′; finally, (d′,b′, c) ∈ R, because,

(d′,b′) ∈ pr1234R
′′ and(d′,b′, c′) 6∈ R. Now



d
′

b
′

c
′


 = g






d

b
′

c
′


 ,




d
′

b

c
′


 ,




d
′

b
′

c




 ∈ R,

a contradiction.
Finally, sincêa× â ⊆ pr1234R by the standard argument we can show that any

tuple fromâ × â is extendible by a tuple from̂a.

CLAIM 6. If â × â × â ⊆ R.

Let Q be the subalgebra ofR generated byR ∩ (â × â × â). By Claim 5
â × â ⊆ pr1234Q,pr3456Q,pr1256Q. Sinceâ × â is strongly r-connected we can
apply Lemma 13. 2

In the rest of this section we show that there is a thin yellow edge between some
elements of any two maximal scc’s ofA. We call such scc’syellow connected. We
first need an auxiliary lemma.

Lemma 17 Letθ be a congruence ofA andA,B elements ofA/θ. Then

(1) if A ≤ B then for anya ∈ A there isb ∈ B such thatab is a red thin edge;
(2) any maximal elementA of A/θ contains a maximal element ofA.
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Proof: (1) Takea ∈ A and anyc ∈ B. Thenb = f(a, c) ∈ B andab is a red
edge.

(2) Takea ∈ A and any maximalb ∈ A with a ≺ b. Clearly,A = aθ ≺ bθ in
A/θ. SinceA is maximal, we also havebθ ≺ A in A/θ. By part (1) of this lemma,
it means that there is a directed r-path fromb to a certain elementd ∈ A. As b is
maximal,d is also maximal. 2

Next we show that the relation of yellow connectivity is transitive.

Lemma 18 Suppose elementsa, b are connected with a directed ry-path contain-
ing only maximal elements. Then there area′ ∈ â and b′ ∈ b̂ such thata′b′ is a
thin yellow edge.

Proof: We prove by induction on (1) the size ofA, and (2) the number of
yellow edges in the directed y-path connectinga andb. Thus, we may assume that
A = Sg(a, b). Moreover, we may assume thatA is simple. Indeed, ifθ is a proper

congruence ofA, then there area′, b′ such thata′θ ∈ âθ, b′θ ∈ b̂θ, anda′θb′θ is a
thin yellow edge inA/θ. This meansa′b′ is a yellow edge (not necessarily thin) of
Gr(A). By Lemma 16 there area′′ ∈ â′, b′′ ∈ b̂′ such thata′′b′′ is a thin yellow
edge.

We also assume thatA is minimal among algebrasSg(a′, b′) for a′ ∈ â,
b′ ∈ b̂. Thus,A = Sg(a′, b′) for any a′ ∈ â, b′ ∈ b̂. Consider relationR gen-
erated by(a, b) and (b, a). Again we assume that this relation is such that for
any a′ ∈ â, b′ ∈ b̂ with (a′, b′), (b′, a′) ∈ R the relation is also generated by
(a′, b′), (b′, a′). As usual this relation defines a tolerance onA: ̺ = {(c, d) |
there ise such that(e, c), (e, d) ∈ R}. We consider two cases.

CASE 1. R is a graph of an automorphism.

Let a = a1, and leta′1a2, . . . , a
′
k−1ak = b be the yellow edges from the ry-path

connectinga andb, and alsoa′i ∈ âi for all i. Now we proceed by induction onk.
If Sg(a, ak−1) 6= A then by induction hypothesis there area′ ∈ â anda′′ ∈ âk−1

such thata′a′′ is a thin yellow edge. IfSg(a, ak−1) = A thena andak−1 are
connected with an ry-path with fewer yellow edges and again by the induction
hypothesis there area′ ∈ â anda′′ ∈ âk−1 such thata′a′′ is a thin yellow edge. In
either cases we can assumek = 3.

So supposea′c andc′b′ are y-edges andc′ ∈ ĉ (and both,c andc′ are maximal).
If the relation generated by(a′, b′), (b′, a′) does not satisfy conditions of Case 1, we
replaceawith a′, bwith b′ and prove the result under Case 2. Otherwise we assume
a′ = a, b′ = b. There is a term operationsp(x, y), r(x, y) such thatp(a, b) = c
andr(a, b) = c′. Let d = p(b, a) andd′ = r(b, a). SinceR is an automorphism
mappinga to b andb to a, bd andad′ are yellow edges. Set

g′(x, y, z) = g(x, p(x, y), p(x, z)).
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It is not hard to see that

g′(a, a, b) = g′(a, b, a) = a, g′(b, a, a) = d.

Let Q be the relation generated by(a, a, b), (a, b, a), (b, a, a). It is easy to see
that({a} × A) ∪ (A × {a}) ⊆ pr1,2Q = pr1,3Q = pr2,3Q. LetQ′ be the relation

generated byR∩(â×â×d̂). For this relation we have: (a)pr1,3Q
′ = pr1Q

′×pr3Q
′

and pr2,3Q
′ = pr2Q

′ × pr3Q
′ (it follows from Lemma 5 and the observation

above), and (b)̂a × â ⊆ pr12Q. Thereforemax(pr12Q ∩ (â × â)) = â × â,
and so is strongly r-connected. By Lemma 13pr12Q × d̂ ⊆ Q′. In particular,
(a, a, d′) ∈ Q′.

Similarly, (d′, a, a), (a, d′, a) ∈ Q. Finally applyingg to these three tuples we
get(a, a, a) ∈ Q, which implies that there is a majority operation on{a, b}.

CASE 2. R is not the graph of an automorphism.

SinceA is simple this means that̺is a connected tolerance. There are classes
of this toleranceD1, . . . ,Dk such thata ∈ D1, b ∈ Dk, and for eachi there is
ei such that{ei} × Di ⊆ R, andDi ∩ Di+1 6= ∅. Again we have two cases to
consider.

SUBCASE 2A . For somei,Di = A, or, equivalently,k = 1.

Let {e} × A ⊆ R. If Sg(a, e) = A, then, as(a, b), (e, b) ∈ R, pair (b, b) is
also inR. This means that there is a term operationp(x, y) such thatp(a, b) =
p(b, a) = b, and soa ≤ b, a contradiction.

Suppose thatSg(a, e) 6= A andSg(b, e) 6= A. By induction hypothesis there
area′ ∈ â, e′, e′′ ∈ ê, andb′ ∈ b̂ such thata′e′ ande′′b′ are thin yellow edges.
By Lemma 7{e′} × A ⊆ R, in particular,(e′e′′) ∈ R. By symmetricity, also
(e′′, e′) ∈ R. Sinceê × ê ⊆ R, this pair is a maximal element inR. Again by
Lemma 7 we have(â× b̂)∪ (̂b× â) ⊆ R. In particular(a′, b′), (b′, a′) ∈ R, by the
assumption made, these two pairs generateR. There is a term operationp(x, y)
such thatp(a, b) = e′, p(b, a) = e′′.

Consider 6-ary relationQ generated by(a′, b′, a′, b′, b′, a′), (a′, b′, b′, a′, a′, b′),
(b′, a′, a′, b′, a′, b′). As in Case 1 letg′(x, y, z) = g(x, p(x, y), p(x, z)). Applying
g′ to those three tuples we get(a′, b′, a′, b′, e′, e′′) ∈ Q. Let a = (a′, b′) and
e = (e′, e′′). As before({a} × A2) ∪ (A2 × {a}) ⊆ pr1,2,3,4Q = pr3,4,5,6Q =
pr1,2,5,6Q. Let alsoQ′ be the relation generated byQ∩ (â× â× ê). Observe that
(a)pr1,2,5,6Q

′ = pr1,2Q
′×pr5,6Q

′ andpr3,4,5,6Q
′ = pr3,4Q

′×pr5,6Q
′ (it follows

from Lemma 5 and the observation above), and (b)â × â ⊆ pr1,2,3,4Q. Therefore
max(pr1,2,3,4Q∩ (â× â)) = â× â, and so is strongly r-connected. By Lemma 13
pr1,2,3,4Q

′ × ê ⊆ Q′. In particular,(a,a, e′′, e′) ∈ Q′.
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Similarly, (e′′, e′,a,a), (a, e′′, e′,a) ∈ Q. Finally applyingg to these three
tuples we get(a,a,a) ∈ Q, which implies that there is a majority operation on
{a′, b′}.

SUBCASE 2B. For everyi,Di 6= A.

In this case use yet another induction parameter, the numberk. Then Sub-
case 2a gives the base case for induction. Chooseai ∈ Di−1 ∩ Di anda1 = a.
By Lemma 8ai can be chosen maximal. IfSg(a, ak) 6= A then by induction hy-
pothesis there area′ ∈ â anda′k ∈ âk such thata′a′k is a thin yellow edge. If
Sg(a, ak) = A then again the same true by induction hypothesis, asa andak are
connected with shorter chain of̺-classes.

If Sg(b, ek) 6= A then there isb′ ∈ b̂ ande′ ∈ êk such thatb′e′ is a thin yellow
edge and there area′′ ∈ â, b′′ ∈ b̂ with (b′, a′′), (e′, b′′) ∈ R. By the assumption
madeSg(a′′, b′′) = A therefore for anyd ∈ A either(b′, d) ∈ R or (e′, d) ∈ R.
Since(a, b) ∈ R, argueing as in the proof of Lemma 6 we obtainâ × b̂ ⊆ R and
b̂× â ⊆ R.

Suppose first that(e′, e′) ∈ R. Then as before it is not hard to show that
{e′} × ê′ ⊆ R. If Sg(a′′, e′) = A then, since(b′, a′′), (b′, e′) ∈ R, we have
Subcase 2a. So, supposeSg(a′′, e′) 6= A. Then there area′′′ ∈ â′′ ande′′ ∈ ê′ such
that a′′′e′′ is a thin yellow edge. As we showed before,(â × b̂) ∪ (̂b × â) ⊆ R,
in particular, (a′′′, b′′), (b′′, a′′′) ∈ R. By the assumption made these two pairs
generateR, and we can assumea′′′ = a, b′′ = b.

There is a term operationp(x, y) such thatp(a, b) = e′′ andp(b, a) = e′. Con-
sider 6-ary relationQ generated by(a, b, a, b, b, a), (a, b, b, a, a, b), (b, a, a, b, a, b).
As in Case 1 letg′(x, y, z) = g(x, p(x, y), p(x, z)). Applying g′ to those three
tuples we get(a, b, a, b, e′, e′′) ∈ Q. Let a = (a, b) ande = (e′, e′′). As before
({a} × A2) ∪ (A2 × {a}) ⊆ pr1,2,3,4Q = pr3,4,5,6Q = pr1,2,5,6Q. Let alsoQ′ be
the relation generated byQ∩ (â× â× ê). Observe that (a)pr1,2,5,6Q

′ = pr1,2Q
′×

pr5,6Q
′, pr3,4,5,6Q

′ = pr3,4Q
′ × pr5,6Q

′ (it follows from Lemma 5 and the obser-
vation above), and (b)̂a× â ⊆ pr1,2,3,4Q. Thereforemax(pr1,2,3,4Q∩ (â× â)) =
â × â, and so is strongly r-connected. By Lemma 13pr1,2,3,4Q

′ × ĉ ⊆ Q′. In
particular,(a,a, e′′, e′) ∈ Q′. Observe that(e′, e′′) and(e′′, e′) are both maximal
in R = pr5,6Q, sinceê′ × ê′ ⊆ R.

Similarly, (e′′, e′,a,a), (a, e′′, e′,a) ∈ Q. Finally applyingg to these three
tuples we get(a,a,a) ∈ Q, which implies that there is a majority operation on
{a, b}. 2

Let a ∈ A. Thedepthof a, denoteddep(a), is the maximal numberk such that
there is a directed r-path froma to a maximal element that goes through exactlyk
scc ofGr′(A). In particular,a is maximal if and only ifdep(a) = 1.

An ry-path is said to be1-stageif it has the forma1, . . . , ak, ak+1, . . . , am,
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wherea1 ≥ a2 ≥ . . . ≥ ak, pair akak+1 is a thin yellow edge; andak+1 ≤
. . . ≤ am. We also allow0-stagepaths defined in a similar way except that such
a path does not contain a yellow edge andak ≤ . . . ≤ am. The depth of 1-
stage ry-pathA = a1, . . . , ak, . . . , aℓ, . . . , am, denoteddep(A), is the maximum
of dep(ak), dep(ak+1), and that of a 0-stage path isdep(ak). Elementsak and
ak+1 of a 1-stage path we will sometimes calldistinguished.

Lemma 19 It suffices to prove the result fora, b ∈ max(A) under the following
assumptions:

(1) a, b are connected with a 1-stage or 0-stage ry-path;
(2) if a = a1, . . . , ak, ak+1, . . . , am = b is a 1-stage path connectinga andb, then
dep(ak) + dep(ak+1) > 2;
(3) A = Sg(a′, b′) for anya′ ∈ â andb′ ∈ b̂;
(4) Sg(a, b) is simple.

Proof: (1) Clearly, every ry-path can be split into 1-stage or 0-stage fragments
(with a possibility thatk = 1 or k + 1 = m). However, we also need to guarantee
that the ends of those fragments are maximal elements. Leta1, . . . , ak, ak+1, . . . , am =
a′1, . . . , a

′
k′ , a′k′+1, . . . , a

′
m′ be an ry-path anda1, . . . , ak, ak+1, . . . , am and

a′1, . . . , a
′
k′ , a′k′+1, . . . , a

′
m′ are 1-stage ry-paths. Choose a maximal elementc

such that there is a directed r-patham = c1 ≤ c2 ≤ . . . ≤ ct = c. Then
a1, . . . , ak, ak+1, . . . , am, c2, . . . , ct = c andc = ct, . . . , c2, c1 = a′1, . . . , a

′
k′ , a′k′+1, . . . , a

′
m′

are 1-stage ry-paths whose ends are maximal elements. It suffices to prove thata, c
andc, b are connected with a directed ry-path. Finally we apply Lemma 18. For
0-stage paths or combination of 1-stage and 0-stage paths the argument is the same.

(2) If dep(ak) + dep(aℓ) = 2, thenak andaℓ belong to the same scc’s asa1

andam, respectively. Thus,a1 is connected toam with a directed ry-path.
(3) If Sg(a′, b′) ⊂ A then by the induction hypothesisSg(a′, b′) has the yellow

connectivity property. Leta′′, b′′ be maximal elements ofSg(a′, b′) such thata′′ ∈
Ft(a′) andb′′ ∈ Ft(b′). Thenâ′′ andb̂′′ are yellow connected inSg(a′, b′). Since
a, b are maximal anda ≺ a′′, b ≺ b′′, elementsa, a′ and b, b′ are strongly r-
connected inGr(A). Thusâ, b̂ are yellow connected.

(4) Let θ be a non-trivial congruence ofA = Sg(a, b). Then |A/θ| < |A|,

thereforeâθ and b̂θ are yellow connected. In other words there is a directed ry-
pathaθ = A1, . . . , Ak = bθ in Gr(A/θ) from aθ to bθ that goes through maximal
elements and contains at most one yellow edge. We show thatâ, b̂ are yellow con-
nected by constructing a directed ry-path inA as follows.

(a) Leta′ be an element maximal inA1 and such thata ≺ a′. Elementsa anda′

belong to the same scc ofGr′(A), so we choose a directed r-path froma to a′ as
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the initial part of our path.

Suppose that a path is constructed froma to a certain elementc ∈ Ai such thatc is
maximal inAi.

(b) LetAiAi+1 be a yellow edge. Observe thatmax(Ai ∪ Ai+1) = max(Ai) ∪
max(Ai+1). For anyc′ ∈ Ai+1, maximal inAi+1, the paircc′ is a yellow edge, but
not necessarily thin. By Lemma 16, there ared ∈ Ai, d′ ∈ Ai+1 such thatdd′ is
a thin yellow edge, andd, d′ are maximal inAi andAi+1, respectively. Moreover,
d ∈ Ft(c) and a directed r-path fromc to d in Ai, and therefore inA.

(c) Let Ai ≤ Ai+1 Gr(A/θ). Since the two classes belong to the same scc of
Gr′(A) there is a directed r-path fronAi+1 toAi. LetAi = B0, Ai+1 = B1, B2, . . . , Bn−1, B0 =
Ai be a directed r-path connectingAi withAi+1, and thenAi+1 toAi. By Lemma 17(1)
for any j ∈ {0, . . . , n − 1} and anyd ∈ Bj there isd′ ∈ Bj+1 such thatdd′ is
a thin red edge. We construct a directed r-pathd0, d1, . . . as follows. Setd0 = c.
Then if dr ∈ max(Bj) then setdr+1 to be an element inBj+1 (mod n) such that
drdr+1 is a thin red edge. Otherwise setdr+1, . . . , dr+s to be a directed r-path in
Bj from dr to a maximal elementdr+s in Bj.

SinceAi is finite there arep, q, p < q, such thatdp = dq is a maximal element
in Ai. Also letdu be such thatp < u < q anddu is a maximal element ofAi+1.
Since bothc anddp are maximal elements ofAi, by induction hypothesis scc’ŝc
and d̂p are yellow connected. By Lemma 18̂a and d̂p are yellow connected. The
same holds for̂a andd̂q. 2

Leta, b are connected with a 1-stage or 0-stage pathA = a1, . . . , ak, ak+1, . . . , am

with a = a1, b = am andak, ak+1 being the distingished elements ifA is 1-stage.
We distinguish several cases:

(a) A is 1-stage, anddep(ak) > 1, dep(ak+1) > 1;

(b) A is 1-stage, anddep(ak) > 1, dep(ak+1) = 1, ordep(ak) = 1, dep(ak+1) >
1,

(c) A is 1-stage, anddep(ak) = 1, dep(ak+1) > 2, ordep(ak) > 2, dep(ak+1) =
1,

(d) A is 0-stage,u 6= v, whereu denotes the number of scc’s on the path
a1, . . . , ak, andv denotes the number of scc’s on the pathak, . . . , am; ob-
serve that in this caseu, v > 1 and eitheru > 2 or v > 2,

(e) A is 0-stage,u = v > 2,

(f) A is 0-stage,u = v = 2.
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We prove by induction on the depth of the path. Ifdep(A) = 1 then the result
follows from Lemma 19(2) that gives the base case. Then we rank 1- and 0-stage
paths so that paths of lower depth precede paths of higher depth, and 0-stage paths
precede 1-stage paths of the same depth.

An elementc is calledleft sub-bottom(with respect to ry-patha1, . . . , am) if
c ∈ âk′ , whereak′ is the last element withk′ < k and such thatdep(ak′) <
dep(ak). Similarly,d is calledright sub-bottom(with respect to ry-patha1, . . . , am)
if d ∈ âℓ′ , whereaℓ′ is the first element withℓ < ℓ′ and such thatdep(aℓ′) <
dep(aℓ).

Lemma 20 Let c, d be chosen as follows (according to the cases above):

(a) if dep(ak) ≥ dep(ak+1) thenc ∈ â1 andd ∈ âk+1; if dep(ak) < dep(ak+1)
thenc ∈ âk andd ∈ âm;

(b) c ∈ â1 andd ∈ âm;

(c) c ∈ â1 andd is a right sub-bottom element;

(d) if u > v thenc is a left sub-bottom element andd ∈ âm, otherwisec ∈ â1 and
d is a right sub-bottom element;

(e) c ∈ â1 andd is a right sub-bottom element;

(f) c ∈ â1 andd ∈ âm.

Then ifSg(c, d) 6= A thena, b are connected with a directed ry-path.

Proof:
(a) We assumedep(ak) ≥ dep(ak+1), the second case is similar. Letc′, d′ be

elements maximal inSg(c, d) such thatc ≺ c′ andd ≺ d′. By inductive hypothe-
sis, ĉ′ andd̂′ are yellow connected inSg(c, d). Let c′′ andd′′ be maximal elements
of A such thatc′ ≺ c′′ andd′ ≺ d′′. Sincec ∈ â1, elementa1 is connected withd′′

with a directed r-path. Letd′′ = c0 ≥ . . . ≥ ct2 = d′ ≥ ct2+1 ≥ . . . ≥ cs2
= ak+1

be an r-path connectingd′′ with ak+1. This is a 0-stage path of depth less than
dep(A).

• As was mentioned,a1 anda′′ are connected by a directed r-path.

• c′′ andd′′ are connected with the pathA′, namely,c′′ = bs1
, . . . , bt1 , d1, . . . , du, ct2 , . . . , c0 =

d′′, whered1, . . . , du is a 1- or 0-stage path inSg(()c, d) connectingc′ andd′. Then
dep(A′) < dep(A), sincedep(c′) < dep(ak) anddep(d′) ≤ dep(ak+1). There-
fore ĉ′′ andd̂′′ are yellow connected.

• d′′ andam are connected by the 0-stage pathd′′ = c0, . . . , cs2
= aℓ, aℓ+1, . . . , am.

By inductive hypothesis,̂d′′ andb̂ are yellow connected.

Finally Lemma 18 completes the proof.
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(b) Similarly to the previous case we choosec′, d′, c′′, d′′. Sincec ∈ â1, d ∈ âm,
and soc′, c′′ ∈ â1 andd′, d′′ ∈ âm, there is a directed r-path connectinga1 with c′′,
and a directed r-path connectingd′′ with am. Moreover, by the inductive hypothe-
sis ĉ′′ andd̂′′ are yellow connected.

(c) We consider casedep(ak+1) > 2. Again we choosec′, d′, c′′, d′′. Thena1

is strongly r-connected withc′′. Let c′′ = b1, . . . , bs = c′ be an r-path con-
necting c′′ with c′. By induction hypothesiŝc′ and d̂′ are yellow connected in
Sg(c, d), i.e. there is a 1- or 0-stage path,c′ = d1, . . . , du = d′ from c′ to d′ in
Sg(c, d). Let alsod′ = bs+1, . . . , bt = d′′, be a directed r-path fromd′ to d′′.
PathA: b1, . . . , bs = d1, . . . , du = bs+1, . . . , bt, is a 1- or 0-stage path. Since
dep(du) < dep(ak+1), thedep(A′) < dep(A), and by the inductive hypothesis
ĉ′′ and d̂′′ are yellow connected. Finally,d′′ = bt, . . . , bs+1 = d′, c1, . . . , cv =
d, cv+1, . . . , cw = aℓ, aℓ+1, . . . , am, wherecℓ is the chosen sub-bottom element,
is a 0-stage path of depth less than that ofA. Therefored̂′′ and b̂ are yellow con-
nected.

(d) We assume thatu > v, the casev > u is very similar. Choosec′, d′, c′′ as
before. Sinced′ ∈ âm we do not need to choosed′′. Patha = a1, . . . , ak′ =
b1, . . . , bq = c′, bq+1, . . . , br = c′′, whereak′ is the sub-bottom element chosen,
ak′ = b1, . . . , bq = c′, bq+1, . . . , br = c′′ is an r-path fromak′ to c′, to c′′, is a
0-stage ry-path whose depthdep(ak′) is less then that ofA, which equalsdep(ak).
Thereforeâ and ĉ′′ are yellow connected. Then, there is a 1- or 0-stage ry-path
c′′ = br, . . . , bq = c′, c1, . . . , cv = d′, whose depthmax(dep(c′), dep(d′)) <

dep(ak). Thereforeĉ′′ andd̂′ are yellow connected. Finally,d′ andb are strongly
r-connected.

(e) Choosec′, d′, d′′ as usual. Elementsa andc′ are strongly r-connected. Elements
c′ andd′′, as well as, elementsd′′ andb are connected with 1- or 0-stage ry-paths
of depth smaller thandep(A) = dep(ak). Thus,â andb̂ are yellow connected.

(f) This case is very similar to case (b). 2

Proof:[of Proposition 6] By Lemma 19(1) we may assume thatdep(ak) +
dep(aℓ) ≥ 3. We also assume thatA is a path of least depth.

Choose elementsc, d in each of the cases (a)–(f) as described in Lemma 20. Let
R be the relation generated by(c, d), (d, c). The relationSc,d = {(c′, d′) ∈ A2 |
there ise such that(e, c′), (e, d′) ∈ R} is a tolerance ofA, because, by Lemma 20
Sg(c, d) = A. SinceA is simple we have two cases.

CASE 1. For somec′ ∈ ĉ, d′ ∈ d̂ relationSc′,d′ is non-trivial, and therefore is a
connected tolerance.

For convenience we renamec = c′ andd = d′. In this case there is a sequence
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a = d1, . . . , dn = b such that(di, di+1) ∈ S for any i ∈ [n − 1]. By Lemma 8
thedi can be chosen to be maximal, if we allow the last element of this sequence
to belong to the same scc asb rather thanb itself.

There are two possibilities.

SUBCASE 1A . For anyi ∈ [n− 1] the algebraSg(di, di+1) does not equalA.

By the inductive hypothesis, for anyi, any two maximal scc’s inSg(di, di+1)

are yellow connected. Sincedi anddi+1 are maximal inA, scc’sd̂i, d̂i+1 are also
yellow connected.

SUBCASE 1B. For somei, Sg(di, di+1) = A.

In this case there ise ∈ A such that(e, a), (e, b) ∈ R. SinceR is symmetric,
this means that({e} × A) ∪ (A × {e}) ⊆ R. Using the same arguments as before
we may assume thate is maximal. Indeed, ife′ is such thate ≤ e′ and(e′, a′) ∈ R
then set

(
e′

a′′

)
= f

((
e
a

)
,

(
e′

a′

))
, and

(
e′

b′′

)
= f

((
e
b

)
,

(
e′

a′

))
,

wherea′′ ∈ â, b′′ ∈ b̂. There is a directed r-patha′′ = a1, . . . , as = a. We set

(
e′

a1

)
=

(
e′

a′′

)
,

(
e′

ai

)
= f

((
e
ai

)
,

(
e′

ai−1

))
.

Thus(e′, a) ∈ R. Similarly, (e′, b) ∈ R.
Suppose first that bothSg(c, e) andSg(e, d) are smaller thanA. Takec′, d′,

maximal elements inSg(c, e) with c ≺ c′ ande ≺ d′, andc′′, d′′, maximal elements
in A with c′ ≺ c′′, d′ ≺ d′′. By induction hypothesiŝc′ andd̂′ are yellow connected.
Therefore, as beforêa is yellow connected tôe. Similar arguments are valid for
Sg(e, d).

Suppose thatSg(c, e) = A. Then(c, d), (e, d) ∈ R and hence(d, d) ∈ R.
Thus cd is a thin red edge, a contradiction with the choice ofc, d. In the case
Sg(d, e) = A the argument is similar.

CASE 2. Sc′,d′ is trivial for all c′ ∈ ĉ, d′ ∈ d̂, and thereforeR is the graph of an
automorphismπ of A that mapsc to d andc to d.

CLAIM . For anye ∈ A, dep(π(e)) = dep(e).

The claim follows from easy observation that the image (an the preimage) of a
directed r-path is a directed r-path.

We consider the seven cases corresponding the cases (a)–(g)from Lemma 20.
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SUBCASES2A , 2C, 2D, 2E. In these cases by Claimdep(c) = dep(d). However,
dep(c) = 1 while dep(d) > 1 (or in cases 2a, 2b, 2c it can be thatdep(c) > 1 and
dep(d) = 1).

SUBCASE 2B. dep(ak) = 1, dep(ak+1) = 2 or dep(ak) = 2, dep(ak+1) = 1.

Suppose first thatdep(ak) = 1, dep(ak+1) = 2. We choosea′ = ak (so,a′ ∈
â1), andu ∈ âk+1 so thata′u is a thin yellow edge. By Lemma 20Sg(a′, b) = A,
by the conditions of Case 2Sa′,b is the graph of an automorphism, and we may
replacea with a′. There is a term operationp(x, y) such thatp(a, b) = u; let
w = p(b, a). Sinceπ is an automorphism takinga to b andb to a, we have thatwb
is a thin yellow edge. Setg′(x, y, z) = g(x, p(x, y), p(x, z)). Theng′(a, a, b) = a,
g′(a, b, a) = a, g′(b, a, a) = w.

Consider ternary relationQ generated by triples(a, a, b), (a, b, a), (b, a, a). As
usual,(â × A) ∪ (A × â) ⊆ pr1,2Q,pr1,3Q,pr2,3Q. Let alsoQ′ be the relation
generated byQ ∩ (â × â × â). Observe thatQ′ is nonempty. Indeed,d ≺ a; let
d = d1, . . . , dm ∈ â be an r-path, and let(ai, bi, di) ∈ Q be triples extending the
di such thata1 = b1 = a. Then setting(a′1, b

′
1, d1) to be(a, a, d), and



a′i+1

b′i+1

di+1


 = f





a′i
b′i
di


 ,



ai+1

bi+1

di+1






we obtain a tuple(a′m, b
′
m, dm) ∈ Q ∩ (â × â × â). By the standard argument

(â×A)∪(A× â) ⊆ pr1,2Q
′,pr1,3Q

′,pr2,3Q
′. Now Lemma 13 implieŝa× â× â ⊆

Q. Therefore there is a ternary operationg′′ such thatg′′(a, a, b) = g′′(a, b, a) =
g′′(b, a, a) = a. Applying the automorphismπ we getg′′(b, b, a) = g′′(b, a, b) =
g′′(a, b, b) = b. Thusa, b is a thin yellow edge.

The casedep(ak) = 2, dep(ak+1) = 1 is similar.

SUBCASE 2F. By Lemma 20 we can assume that there isu ∈ âk such thatu ≤ b
(and changingb if necessary). Take a term operationp(x, y) such thatp(a, b) = u
and setw = p(b, a). Due to automorphismπ we havew ≤ a. Let g′(x, y, z) =
f(p(y, x), p(z, x)). As is easily seen,g(a, a, b) = g′(a, b, a) = a andg′(b, a, a) =
u.

Consider ternary relationQ generated by triples(a, a, b), (a, b, a), (b, a, a). As
usual, (â × A) ∪ (A × â) ⊆ pr1,2Q,pr1,3Q,pr2,3Q. Let alsoQ′ be the rela-
tion generated byQ ∩ (â × â × â). Similar to the previous caseQ′ is nonempty.
By the standard argument(â × A) ∪ (A × â) ⊆ pr1,2Q

′,pr1,3Q
′,pr2,3Q

′. Now
Lemma 13 implieŝa × â × â ⊆ Q. Therefore there is a ternary operationg′ such
thatg′(a, a, b) = g′(a, b, a) = g′(b, a, a) = a. 2
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6 Quasi-2-Decomposability

Recall that an (n-ary) relation over a setA is called2-decomposableif, for any
tuple a ∈ An, a ∈ R if and only if, for any i, j ∈ [n], prija ∈ prijR. 2-
decomposability is closely related to the existence of majority polymorphisms of
the relation. In our case relations in general do not have a majority polymorphism,
but they still have a property close to 2-decomposability. We say that a relationR,
a subdirect product ofA1, . . . ,An, is quasi-2-decomposable, if for any elements
a1, . . . , an, ai ∈ max(Ai), such that(ai, aj) ∈ max(pri,jR) for anyi, j, there is a

tupleb ∈ R with (b[i],b[j]) ∈ (̂ai, aj) for anyi, j ∈ [n].

Proposition 7 Any relation invariant underA is quasi-2-decomposable.
Moreover, ifR is ann-ary relation,X ⊆ [n], tuplea is such that(a[i],a[j]) ∈

max(pri,jR) for any i, j, andprXa ∈ max(prXR), there is a tupleb ∈ R with

(b[i],b[j]) ∈ ̂(a[i],a[j]) for anyi, j ∈ [n], andprXb = prXa.

Proof: Let a be a tuple satisfying the conditions of quasi-2-decomposability.
By induction on ideals of the power set of[n] we prove that for any idealI there

is a
′ such that(a′[i],a′[j]) ∈ ̂(a[i],a[j]), and for anyU ∈ I prUa

′ ∈ max(prUR)
andprUa

′ ∈ p̂rUa. The base case, the ideal that consists of all at most 2-elements
sets, setX, and its subsets, is given by the tuplea.

Suppose that the claim is true for an idealI, setW does not belong toI, but all
its proper subsets do. LetD be the set of all tuplesc such thatprUc ∈ max(prUR)
andprUc ∈ p̂rUa for everyU ∈ I. If a tuple belongs toD it is said tosupportD.
We show thatD contains a tupleb with prW b ∈ max(prWR).

CLAIM 1. If b ∈ D andc ∈ R thenb
′ = f(b, c) ∈ D.

Clearly for anyU ∈ I prUb
′ ∈ prUR. Thenb ≤ b

′ that impliesprUb
′ ∈

p̂rUb for anyU ∈ I.

Assume thatW = {1, . . . , ℓ} and fixb ∈ D. We prove the following state-
ment:

Let c ∈ D be such thatprUc ∈ p̂rUb for all U ∈ I andQ ⊆ max(prWR) such
that for anyU ⊂ W there iscU ∈ R with prUcU = prUc andprWcU ∈ Q. Then
there isd supportingI ∪ {W} such thatprW d ∈ Q andprUd ∈ p̂rUb for U ∈ I.

We prove the statement by induction on the sum of sizes of unary projections
of Q. If one of these projections is 1-element then the statementtrivially follows
from the assumptionprUc ∈ Q for U including all coordinate positions whose
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projections contain more than 1 element. So suppose that thestatement is proved
for all relations with unary projections smaller thanQ.

By assumption there arec1, . . . , cℓ ∈ Q with prW−{i}ci = prW−{i}c. Clearly
these tuples can be chosen such thatci[i] is maximal.

Suppose that for somei the unary projectionpriQ 6= Sg(c[i], ci[i]). Assume
i = 1. Then set

Q′ = Q ∩


Sg(c[1], c1[1]) ×

∏

i∈W−{1}

Sg(ĉ[i])


 .

We show thatc can be changed so thatQ′ satisfies the conditions of the state-
ment. IfprW−{1}c is not maximal inprW−{1}Q

′ then take an r-pathprW−{1}c =
b1, . . . ,bk in prW−{1}Q

′ so thatbk is maximal. Then letb′
i form an r-path

in R such thatprW b
′
i ∈ Q′ and prW−{1}b

′
i = bi. Then we setd1 = c,

and di+1 = f(di,b
′
i+1). By Claim 1 dk ∈ D; moreover, for anyU ⊂ W ,

prUd ⊆ prUQ
′, and for anyU ∈ I, prUd ∈ p̂rUc = p̂rUb. Continuing the path if

necessary we ensure thatd[1] is maximal inpr1Q
′. Then just apply the induction

hypothesis.
Let ci be chosen such thatSg(c[i], ci[i]) are minimal possible. We will prove

thatc ∈ Q. ReplacingQ with relation

Q′(x, y, z) = ∃x3, . . . , xn(Q(x, y, z, x3, . . . , xn)∧(x3 = c[3])∧. . .∧(xn = c[n])

Q can be assumed ternary. LetY = {i ∈ [3] | ci[i] 6∈ ĉ[i]} andZ = [n] − Y =

{i ∈ [n] | ci[i] ∈ ĉ[i]}. Without loss of generality assumeZ = {1, . . . , ℓ} and
Y = {ℓ+ 1, . . . , n}.

CLAIM 2. (ĉ1[1]× ĉ[2]× ĉ[3])∪ (ĉ[1]× ĉ2[2]× ĉ[3])∪ (ĉ[1]× ĉ[2]× ĉ3[3]) ⊆ Q.

Observe that for anyi, j ∈ [3], (ĉ[i] × ĉ[j]) ∪ (ĉ[i] × ĉj [j]) ⊆ pri,jQ. Indeed,
(c[i], c[j]), (c[i], cj [j]) ∈ pri,jQ implying {c[i]} × prjQ ⊆ pri,jQ and then ap-
plying Lemma 7. Then the conditions of Lemma 13 are satisfied for the relation

Q′ generated byR ∩ (ĉ1[1] × ĉ[2] × ĉ[3]): ĉ1[1] × ĉ[2] ⊆ pr1,2Q
′, ĉ1[1] × ĉ[3] ⊆

pr1,3Q
′; pr2,3Q

′ is generated bŷc[2] × ĉ[3], which is strongly r-connected; finally

(c1[1], c[2], c[3]) ∈ Q′. Hence by Lemma 13 we havêc1[1] × ĉ[2] × ĉ[3] ⊆ Q.

For ĉ[1] × ĉ2[2] × ĉ[3]) andĉ[1] × ĉ[2] × ĉ3[3] proof is similar.

Note that ifZ 6= ∅ then we are done. Suppose thatZ = ∅. By Proposition 6
for eachi ∈ [3] there arebi ∈ ĉ[i] andci ∈ ĉi[i] such thatbici is a thin yellow
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edge. By Claim 2(c1, b2, b3), (b1, c2, b3), (b1, b2, c3) ∈ Q, therefore



b1
b2
b3


 = g





c1
b2
b3


 ,



b1
c2
b3


 ,



b1
b2
c3




 ∈ Q.

Again the conditions of Lemma 13 are satisfied for the relation Q′ generated by
R ∩ (ĉ[1] × ĉ[2] × ĉ[3]): ĉ[1] × ĉ[2] ⊆ pr1,2Q

′, ĉ[1] × ĉ[3] ⊆ pr1,3Q
′; pr2,3Q

′ is

generated bŷc[2] × ĉ[3], which is strongly r-connected; finally(b1, b2, b3) ∈ Q′.

Henceĉ[1] × ĉ[2] × ĉ[3] ⊆ Q, in particular,c ∈ Q.
To finish the prove it suffices to use the fact that the resulting tupleb is such

thatprXb ∈ p̂rXa. There is an r-path inR that starts atb and ends atb′ such that
prXb

′ = prXa. As is easily seen, tupleb′ satisfies all the remaining conditions.
2

7 Proof of Theorem 1

In this section we prove Theorem 1 in the case of multi-sortedproblem instances
over arbitrary algebras fromF(A). Let P = (V ;F(A); δ; C) be a 3-minimal
problem instance. Foru, v,w ∈ V by Su,Su,v,Su,v,w we denote sets of par-
tial solutions toP on {u}, {u, v}, {u, v,w}, respectively. We show thatP can be
transformed to another 3-minimal problem instance which satisfies some additional
conditions.

Proposition 8 LetP = (V ;F(A); δ; C) be a 3-minimal problem instance without
empty constraint relations. Letv ∈ V andB be a maximal scc ofGr′(Aδ(v)). Then
the problem instancePv,B = (V ;F(A); δ; C′), where

• for eachC = 〈s, R〉 ∈ C there isC ′ = 〈s, R′〉 ∈ C′ whereR′ contains
all tuplesa from R such that for anyu,w ∈ s there isc ∈ Sg(B) with
(c,a[u],a[w]) ∈ Sv,u,w.

satisfies the following conditions

• P ′ is 3-minimal, and has no empty constraint relation;

• if P ′ has a solution, thenP does.

Proof: The second claim of the proposition is straightforward fromthe con-
struction.
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Take any variablesx, y, z ∈ V . The set of partial solutions ofPv,B on {x},
{x, y}, and{x, y, z} will be denoted byS ′

x,S
′
x,y, andS ′

x,y,z, respectively. Let also
S ′′

x,y denote the set of maximal elements from

{(a, b) | such that(d, a, b) ∈ Sv,x,y for somed ∈ B}.

CLAIM 1. For anyx, y, z ∈ V − {v} and any(a, b) ∈ S ′′
x,y there isc such that

(a, c) ∈ S ′′
x,z and(b, c) ∈ S ′′

y,z.

Consider the following relation

R(x1, x2, x3, x4) = ∃u(Sv,x,z(x1, x2, u) ∧ Sv,y,z(x3, x4, u).

Let d be the element ofBv such that(d, a, b) ∈ Sv,x,y, and leta = (d, a, d, b). We
show thatpri,ja ∈ pri,jR for anyi, j ∈ [4]. If i = 2, j = 4 or the other way round
then we sety to be an extentione of (a, b) in Sx,y,z, andx1, x3 to extentions of
(a, e) and(b, e) in Sv,x,z andSv,y,z, respectively. Ifi = 1, j = 2 or i = 3, j = 4
then sety to be an extentione of (d, a) or (d, b) in Sv,x,z andSv,y,z, respectively.
Then extende to a tuple fromSv,y,z or Sv,x,z, respectively. Ifi = 1, j = 4 or
i = 3, j = 2 then extend(d, b) or (d, a) by an elemente to a tuple inSv,y,z or
Sv,x,z, respectively. Then setx2 (resp.,x4) to be a value extending(d, e) in Sv,z,x

(resp.,Sv,z,y), andx3 (resp.,x1) to be a value extending(d, b) (resp.,(d, a)) to
a tuple inSv,z,y (resp.,Sv,z,x). Finally, if i = 1, j = 3 then choosee so that
(d, e) ∈ Sv,z and extend this pair to tuples fromSv,z,x andSv,y,z.

By Proposition 7 there isb ∈ R such thatb[2] = a[2] = a, b[4] = a[4] = b,

b[1],b[3] ∈ d̂ = B, and(b[i],b[j]) ∈ ̂(a[i],a[j]). Therefore there isc such that
(b[1], a, c) ∈ Sv,x,z and (b[3], b, c) ∈ Sv,y,z, which implies(a, c) ∈ S ′′

x,z and
(b, c) ∈ S ′′

y,z. The claim is proved.

CLAIM 2. (1) For anyx, y ∈ V − {v} and any(a, b) ∈ S ′′
x,y, there is mapping

ϕ : V → A such thatϕ(x) = a, ϕ(y) = b, ϕ(v) ∈ B, and(ϕ(u), ϕ(w)) ∈ S ′′
u,w

for anyu,w ∈ V .

(2) Moreover, ifψ is a mapping fromU ⊆ V satisfying the conditions above, then
ϕ can be chosen such thatϕ|U = ψ.

Let V = {v1, . . . , vn} andv = v1, x = v2, y = v3. By induction oni we
prove that a requiredϕI can be found onI = {v1, . . . , vi}. For i = 3 the claim
follows from the assumptions. So, suppose it is proved fori. TakeϕI satisfying
the conditions onI and consider the relation given by

R(x1, . . . , xi) = ∃y
i∧

j=1

S ′′
vj ,vi+1

(xj , y).
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By the inductive hypothesis and Claim 1, for anyj, k ∈ [i] we have(ϕ(vj), ϕ(vk)) ∈
prj,kR. By Proposition 7 there isa ∈ R such thata[2] = a, a[3] = b, and

(a[j],a[k]) ∈ ̂(ϕ(vj), ϕ(vk)) for anyj, k ∈ [i]. This means that there isc such that
(a[j], c) ∈ S ′′

vj ,vi+1
for all j ∈ [i]. Observe thatc is a maximal element ofSvi+1

.
For anyj, k ∈ [i] there isc′ ∈ ĉ such that(ϕ(vj), c

′) ∈ S ′′
vj ,vi+1

and(ϕ(vk), c′) ∈

S ′′
vk ,vi+1

. Indeed, since(a[j],a[k]) ∈ ̂(ϕ(vj), ϕ(vk)), there is a directed r-path
from (a[j],a[k]) to (ϕ(vj), ϕ(vk)). This r-path can be expandede to an r-path from
(a[j],a[k], c) to (ϕ(vj), ϕ(vk), c′) for somec′ with c ≺ c′.

Let B be a minimal subalgebra ofSg(ĉ) such that for some maximal sccC
of B and for anyj, k ∈ [i] there isc′ ∈ C such that(ϕ(vj), c

′) ∈ S ′′
vj ,vi+1

and
(ϕ(vk), c′) ∈ S ′′

vk,vi+1
. ClearlyB can be chosen maximal generated byC. LetRj

denote the binary relationSg(S ′′
vj ,vi+1

∩ (ϕ̂(vj)×C)). Take a maximal congruence

θ of B, and letRθ
j = {(d, eθ) | (d, e) ∈ Rj} for j ∈ [i]. By Lemma 9Rθ

j is either

the graph of a mappingψj : pr1Rj → B/θ, or ϕ̂(vj) × pr2R
θ
j ⊆ Rθ

j .
Let U ⊆ W be the set of those variablesvj for which Rθ

j is the graph of
a mappingψj : pr1Rj → B/θ. Then for anyj, k ∈ U we haveψj(ϕ(vj)) =
ψk(ϕ(vk)). Therefore there is aθ-block B′ such that for anyj, k ∈ [i] there is
c′ ∈ B′ such that(ϕ(vj), c

′) ∈ S ′′
vj ,vi+1

and(ϕ(vk), c′) ∈ S ′′
vk,vi+1

.
Consider the relation given by

R′(x1, . . . , xi) = ∃yB′(y) ∧
i∧

j=1

S ′′
vj ,vi+1

(xj , y).

By the what is shown above, for anyj, k ∈ [i] we have(ϕ(vj), ϕ(vk)) ∈ prj,kR
′.

By Proposition 7 there isa′ ∈ R such thata′[2] = a, a′[3] = b, and(a′[j],a′[k]) ∈
̂(ϕ(vj), ϕ(vk)) for any j, k ∈ [i]. This means that there isc′′ ∈ B′ such that

(a′[j], c′′) ∈ S ′′
vj ,vi+1

for all j ∈ [i]. Clearlyc′′ is a maximal element. As before, for

anyj, k ∈ [i] there isc′′′ ∈ ĉ′′ such that(ϕ(vj), c
′′′) ∈ S ′

vj ,vi+1
and(ϕ(vk), c′′′) ∈

S ′
vk ,vi+1

. A contradiction with minimality ofB.
Finally, if B is simple then letd ∈ C denote the elementψ(ϕ(vℓ)), which

is common for allℓ ∈ U . For anyj, k ∈ [i] consider the relation generated by

Svj ,vk,vi+1
∩(ϕ̂(vj)×ϕ̂(vk)×C). If j, k 6∈ U then by Lemma 12prvj ,vk

(Svj ,vk,vi+1
∩

(ϕ̂(vj)×ϕ̂(vk)×C))×C ⊆ Svj ,vk,vi+1
, in particular,(ϕ(vj), ϕ(vk), d) ∈ Svj ,vk,vi+1

.
If, say, j ∈ U , then for any triple(ϕ(vj), ϕ(vk), d′) ∈ Svj ,vk,vi+1

it must be
d′ = d. However, by the choice ofC there isd′ ∈ C such that(ϕ(vj), ϕ(vk), d′) ∈
Svj ,vk,vi+1

. Thus(ϕ(vj), d) ∈ S ′′
vj ,vi+1

for all j ∈ [i].
Claim 2 is proved.
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To complete the proof it suffices to show that for anyx, y, z ∈ V the set
max(Qx,y,z), whereQx,y,z is the set of all tuplesa from Sx,y,z such thatprx,ya ∈
S ′′

x,y, pry,za ∈ S ′′
y,z, pry,za ∈ S ′′

y,z, is a subset ofS ′
x,y,z. If v ∈ {x, y, z} this claim

is obvious. So supposev 6∈ {x, y, z}.
We show first thatQx,y,z 6= ∅. Take any triple(a, b, c) such that(a, b) ∈

S ′′
x,y ⊆ Sx,y, (b, c) ∈ S ′′

y,z ⊆ Sy,z, and(a, c) ∈ S ′′
x,z ⊆ Sx,z. By Proposition 7 there

is (a′, b′, c′) ∈ Sx,y,z such that(a′, b′) ∈ (̂a, b) ⊆ S ′′
x,y, (b′, c′) ∈ (̂b, c) ⊆ S ′′

y,z, and

(a′, c′) ∈ (̂a, c) ⊆ S ′′
x,z.

Take a tuplea = (a, b, c) ∈ max(Qx,y,z) and a constraintC ′ = 〈s, R′〉 ∈
C′. We need to show thatpr

s∩{x,y,z}a can be extended by a tuplea′ ∈ R′. If
|s ∩ {x, y, z}| < 3 the result follows from Claim 2 and Proposition 7. So suppose
{x, y, z} ⊆ s. We assumes = (v1, . . . , vk) andx = v1, y = v2, z = v3.

ConstraintC ′ and relationR′ are obtained from a certain constraintC ∈ C and
relationR, respectively. Since(a, b, c) ∈ Sx,y,z, we have(a, b, c) ∈ prx,y,zR. By
Claim 2 there is a mappingϕ : V → A such thatϕ(x) = a, ϕ(y) = b, ϕ(z) = c,
and for anyu,w ∈ V it holds that(ϕ(u), ϕ(w)) ∈ S ′′

u,w. In particular, for any
u,w ∈ s we have(ϕ(u), ϕ(w)) ∈ pru,wR. By Proposition 7 there isb ∈ R such
that (b[i],b[j]) ∈ S ′′

vi,vj
⊆ prvi,vj

R for any i, j ∈ [k] and (b[1],b[2],b[3]) =
(a, b, c). Clearly this tuple also belongs toR′ that implies the result. 2

Now we are in a position to prove Theorem 1.
Proof:[of Theorem 1] LetP = (V ;F(A); δ; C) be a 3-minimal problem in-

stance without empty constraint relations. We prove by induction on the number
of elements inAδ(v), v ∈ V , thatP has a solution.

THE BASE CASE OF INDUCTION. If all Aδ(v), v ∈ V , are arbitrarily maximal
generated, and simple or 1-element, then the required result follows from Corol-
lary 5.

INDUCTION STEP. Suppose that the theorem holds for all problem instances
P ′ = (V ;F(A); δ′; C′) where|Aδ′(v)| ≤ |Aδ(v)| for v ∈ V (hereAδ′(v) denotes the
set of partial solutions toP ′ on{v}) and at least one inequality is strict.

We have two cases.

CASE 1. For somev ∈ V , there is a maximal sccB of Gr′(Aδ(v)) such that
Sg(B) 6= Aδ(v).

In this case take any maximal sccB of Gr′(Aδ(v)) with Sg(B) 6= Aδ(v) and
consider the problemPv,B . By Proposition 8 this problem is 3-minimal. We get
the result by the inductive hypothesis.

CASE 2. For allv ∈ V algebraAδ(v) is arbitrarily maximal generated.
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Let us assume that, for a certainu ∈ V , Aδ(u) is not simple andθ is a maximal
congruence ofAδ(u). By Corollary 2, for anyv ∈ V − {u}, Sθ

u,v = {(aθ, b) |
(a, b) ∈ Su,v} is either the direct productAδ(u)/θ ×Aδ(v), or the graph of a surjec-
tive mappingπv : Aδ(v) → Aδ(u)/θ. LetW denote the set consisting ofu and all
v ∈ V such thatSθ

u,v is the graph ofπv, and

θv =





θ, if v = u,
ker πv if v ∈W ,
=v otherwise,

for v ∈ V where=v denotes the equality relation onSv. Consider thefactor
problemP = (V ;F(A); δ̃; C̃) whereAδ̃(v) = Aδ(v)/θv

, v ∈ V , and for each

C = 〈s, R〉 ∈ C, s = (v1, . . . , vk), there isC̃ = 〈s, R̃〉 ∈ C̃ such that

R̃ = {(a
θv1
v1 , . . . , a

θvk
vk

) | (av1
, . . . , avk

) ∈ R}.

As is easily seen, the factor problem is 3-minimal, therefore, by the induction hy-
pothesis it has a solution. Let(a1, . . . , an) be a solution. Notice that ifv ∈W , then
av is a congruence block ofAδ(v), that is,av is a subset ofAδ(v) in this case. The
3-minimality ofP implies that, for any constraint〈s, R〉 ∈ C, anyv,w ∈ s ∩W ,
and anya ∈ R, if av ∈ av thenaw ∈ aw. SetP ′ = (V ;F(A); δ′; C′) where

Aδ′(v) =

{
av if v ∈W,
Aδ(v) otherwise,

and for eachC = 〈s, R〉 ∈ C there isC ′ = 〈s, R′〉 ∈ C′ with

a ∈ R′ if and only if a ∈ R andav ∈ av for all v ∈W ∩ s.

Since|au| < |Aδ(u)|, to complete the proof we just have to show thatP ′ is
3-minimal. ForU = {u1, u2, u3} ⊆ V setSU = Su1,u2,u3

∩ (S1×S2×S3) where
Si = Aδ′(ui). Clearly, for anyC ′ = 〈s, R′〉 ∈ C′, we haveprU∩s

R′ ⊆ prU∩s
SU .

Therefore, if we prove the reverse inclusion then we get the equality prU∩s
R′ =

prU∩s
SU which implies the 3-minimality ofP ′.

Takeb = (au1
, au2

, au3
) ∈ max(SU ), 〈s, R〉 ∈ C, anda ∈ max(R) such that

prU∩s
a = prU∩s

b. If U ∩W ∩ s 6= ∅ then, for anyv ∈ s ∩W , av ∈ av, and
thereforea ∈ R′. If s ∩W = ∅ thenR′ = R, and againa ∈ R′. Otherwise,
consider the relatioñR. Choosev ∈ s ∩W and setQ = pr(s−W )∪{v}R̃. Since
every Aδ(v) is arbitrarily maximal generated, by Corollary 6, for any scc T of
pr

s−WR we haveprvQ × Sg(T ) ⊆ Q. This means that there isc ∈ R such that
pr

s−W c = pr
s−Wa andcv ∈ av . Therefore,cw ∈ aw for anyw ∈ s ∩W , and

hencec ∈ R′. Sinces ∩ U ⊆ s−W , we havepr
s∩Uc = pr

s∩Ub, as required.2
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8 Testing omitting types

Finally, we consider the question whether or not the varietygenerated by a given
algebra or by the algebra of a given relational structure omits the unary and affine
types. More precisely, we consider three decision problems. In ALGEBRA OF

TYPE 2 we are given a finite setA and operation tables of idempotent operations
f1, . . . , fn onA, and the question is whethervar(A), whereA = (A; {f1, . . . , fn}),
omits the unary and affine types. In RELATIONAL STRUCTURE OF TYPE2 we are
given a finite relational structureA such that all its polymorphisms are idempo-
tent, and the question is whethervar(Alg(A)) omits the unary and affine types. In
RELATIONAL STRUCTURE OF TYPE2(k) we are given a finite relational struc-
tureA, |A| ≤ k, again such that all its polymorphisms are idempotent, and the
question is whethervar(Alg(A)) omits the unary and affine types. The problem
ALGEBRA OF TYPE2 was shown solvable in polynomial time in [8], and it easily
follows from this result (see [4]) that RELATIONAL STRUCTURE OF TYPE2(k) is
also solvable in polynomial time. In this section we prove that having the Strong
Bounded Width Conjecture proved the third problem, RELATIONAL STRUCTURE

OF TYPE 2, is also solvable in polynomial time. More precisely we usethe fact
that there is an algorithmA that solvesCSP(A) for any finite idempotent algebra
A providedvar(A) omits the unary and affine types.

Theorem 3 The RELATIONAL STRUCTURE OF TYPE2 problem is polynomial
time solvable.

We prove the theorem in two steps. First, we show howA can be used to ap-
proximate relationsgeneratedby a set of tuples, and then we use such approxima-
tions to determine wether or not the variety corresponding to a relational structure
omits the unary and affine types.

Let B be a structure andR a (n-ary) relation definable by a pp-formula inB.
RelationR is generatedby tuplesa1, . . . ,ak ∈ R if R is generated by those tuple
in the direct power(Alg(B))n.

It will be convenient for us to represent the problem of checking whether a
structureA belongs toCSP(B) as a constraint satisfaction problem. An instance
of the CSP overB consists of a set of variables,V , and a set of constraints of
the form〈s,R〉 whereR is a relation ofB (say, of arityℓ) ands is anℓ-tuple of
variables fromV . A solution to such instance is a mappingϕ : V → B such that
ϕ(s) ∈ R for every constraint〈s,R〉. The correspondence between this form of
the CSP and homomorphisms of structures is as follows, see, [7]. The existence
of a solution to a CSP instance is equivalent to the existenceof a homomorphism
from σ-structureA to B, where the underlying set ofA is the set of variablesV ,
and every tuples of every relationRA corresponds to constraint〈s,R〉.

40



Given aσ-structureB with σ = (R1, . . . , Rk), ri the arity ofRi, and a relation
R overB with |R| = m of arity d, the indicator problemIP (B, R) is defined as
follows:

• the setV of variables is the set{a1, . . . ,a|B|m} of all m-tuples of elements
fromB;

• let T = {b1, . . . ,bm} be the set of|B|m-tuples withbi[j] = aj[i]; for each
i ∈ [k] and eachri-element tuples of elements fromV such thatprsT ⊆ Ri,
we introduce a constraint〈s,Ri〉.

The next statement follows from results of [10].

Lemma 21 Lets be ad-element subset ofV such thatprsT = R (up to permuta-
tions of tuples inR there is only one such set). ThenR is pp-definable inB if and
only if, for any solutionϕ of IP (B, R), prsϕ ∈ R.

Lemma 22 Assumingm and |R| are bounded,IP (B, R) has polynomial size in
||B||.

Proof: Since|B||R| is the number of variables inIP (B, R), if |R| is bounded,
the number of variables is polynomial in|B|. For eachRi, containingni tuples,
there areO(nm

i ) of at mostm-element sequences of tuples fromRi. For each such
sequence there is exactly one tuples ⊆ V such that(prsb1, . . . ,prsbm) is equal
to the sequence. Therefore there arek ·O(max(ni)

m) constraints inIP (B, R). 2

We consider the following algorithm for the indicator problem. Suppose that
the time complexity ofA is bounded by a polynomialp(n).

Lemma 23 If var(Alg(B)) omits the unary and affine types thenREL-GEN returns
the relationSg(R) generated byR in B. Otherwise it returns a relationQ such
thatR ⊆ Q ⊆ Sg(R). In both cases ifm andd are bounded thenREL-GEN runs
in polynomial time.

Proof: If var(Alg(B)) omits the unary and affine types then the result follows
from Lemma 21 and the assumptions onA. OtherwiseR ⊆ Q sinceQ is assigned
to beR in Step 2 and never decreases. Because of the check in Step 3.2, Q is
never added an element that is not a member ofSg(R), which impliesQ ⊆ Sg(R).
Finally, if m is bounded then by Lemma 22 Step 1 can be performed in polynomial
time. If d is bounded then the number of iterations in Step 3 is polynomial and
each iteration takes time not exceedingp(n). 2

To continue we need more definitions and results from algebra. Let A =
(A;C) be an algebra. Aterm operationof A is an operation that can be obtained
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INPUT: A σ-structureB, whose polymorphisms are idempotent, withσ =
(R1, . . . , Rk) whereRi is of arity ri, and a relationR = {a1, . . . ,am} of arity
d.

OUTPUT: A d-ary relationR′.

Step 1. construct IP (B, R), let s = (s1, . . . , sd) ⊆ V be the set of variables,
such thatprsbi = ai

Step 2 setQ := R
Step 3. for each c ∈ Bd −R do
Step 3.1 call A onPc = IP (B, R) ∪ {〈(si), {c[i]}〉 | 1 ≤ i ≤ d} along with

a clock that halts the execution upon reachingp(n).
Step 3.2 if A returns an assignmentϕ andϕ is a solution ofPc then do
Step 3.2.1 setQ := Q ∪ {c}

endif
endfor

Step 4 output Q

Figure 1: Algorithm REL-GEN

from operations inC and projections by means of substitution. IfA = Alg(B) for a
certain structureB then the term operations ofA are exactly the polymorphisms of
B. Polynomial operationsof A, or simplypolynomials, are obtained from its term
operations by substituting constants instead of some of thevariables. The set of all
unary polynomials ofA is denoted byPol1 A. LetB andC be non-void subsets of
A. The setsB,C are calledpolynomially isomorphic, if there existf, g ∈ Pol1 A

such that (i)f(B) = C, (ii) g(C) = B, (iii) gf |B = idB, and (iv)fg|C = idC . If
B andC are polynomially isomorphic, then this is denoted byB ∼= C.

For elementsa, b of algebraA, letσA(a, b) (or simplyσ(a, b) if A is clear from
the context) denote the transitive closure of{{f(a), f(b)}2 | f ∈ Pol1 A, {f(a), f(b)} 6∼=
{a, b}}. Thus,(c, d) ∈ σ(a, b) if and only if there existn ≥ 1 andz0, z1, . . . , zn ∈
A with c = z0, d = zn and there aref1, . . . , fn ∈ Pol1 A such that for eachi,
1 ≤ i ≤ n, {zi, zi−1} = {fi(a), fi(b)} and{a, b} 6∼= {fi(a), fi(b)}. A 2-element
set{a, b} ⊆ A is called asubtraceif and only if (a, b) 6∈ σ(a, b).

Let A be an algebra, and(a, b) ∈ A2 with a 6= b. The ordered pair(a, b) is
called a2-snagif there is a binary polynomialg of A such thatg(b, b) = b and
g(a, b) = g(b, a) = g(a, a) = a. Theorem 7.2 from [9] implies that algebraA
omits the unary and affine types if and only if every its subtrace is a 2-snag.

Lemma 24 If {a, b} and{c, d} are polynomially isomorphic and{a, b} is a sub-
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trace [(a, b) is a 2-snag] then{c, d} is a subtrace [(c, d) or (d, c) is a 2-snag].

A subalgebra generated by a setS of elements is the subset generated byS
as a unary relation along the restrictions of the basic operations onto this set. Let
|A| = k and letG(A) denote the directed graph whose vertices are all

(k
2

)
two-

element subsets ofA and({a, b}, {c, d}) is an edge inG(A) if and only if there
exists af ∈ Pol1 A such that{c, d} = {f(a), f(b)}. As is easily seen, graphG(A)
is reflexive and transitive. Since{a, b} and{c, d} are polynomially isomorphic if
and only if ({a, b}, {c, d}), ({c, d}, {a, b}) are both edges ofG(A), the strongly
connected components ofG(A) are exactly the classes of the equivalence relation
∼= on the set of two-element subsets ofA. Let CG(A) denote thecomponent
graphG(A). Let also for a vertexv of G(A) vc denote the strongly connected
component containingv. Theheightof vertexv is the length of a longest directed
path inCG(A) originating atvc.

Lemma 25 If var(A), whereA is idempotent, does not omit the unary or affine
type, then there area, b ∈ A such that{a, b} is a subtrace in the subalgebraC
generated bya, b, but neither(a, b) nor (b, a) is a 2-snag inC.

Proof: By Corollary 2.2 of [8] if var(A) for an idempotent algebraA admits
the unary or affine type then there is a subalgebra ofA that admits one of these
types. LetB be such a subalgebra. Theorem 7.2 from [9] implies that thereis a
subtrace{a, b} ⊆ B such that neither(a, b), nor (b, a) is a 2-snag inB. Denote by
C the subalgebra generated by{a, b}. We choosea, b such that (i)C is as small as
possible, and (ii) there is no pair{c, d} ⊆ C which is a subtrace inB, but none of
(c, d), (d, c) is a 2-snag inB, and its height inG(C) is less than that of(a, b). Such
a, b exist. Indeed, choose any subtrace that is not a 2-snag satisfying condition (i).
Then inC take a pair of the lowest height possible such that{c, d} is a subtrace
in B, but none of(c, d), (d, c) is a 2-snag. By condition (i)c, d generates the same
subalgebra asa, b, but also satisfy condition (ii).

Observe that every (unary) polynomial ofC is a restriction of a (unary) poly-
nomial ofB onto the base setC of C. Indeed, such a polynomial operation can be
obtained by plugging in the constants (fromC) into the term operation produced
from the basic operations ofB by the same chain of substitutions. ThereforeG(C)
is a subgraph ofG(B). Also if there is a binary polynomialg of C satisfying the
conditionsg(b, b) = b andg(a, b) = g(b, a) = g(a, a) = a, thenB has a polyno-
mial with the same properties.

If {a, b} is a subtrace inC then we are done, because neither(a, b) nor (b, a)
is a 2-snag inC. Suppose that{a, b} is not a subtrace inC. This means(a, b) ∈
σC(a, b), that is, there aren ≥ 1 andz0, z1, . . . , zn ∈ A with c = z0, d = zn
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and there aref1, . . . , fn ∈ Pol1 C such that for eachi, 1 ≤ i ≤ n, {zi, zi−1} =
{fi(a), fi(b)} and{a, b} 6∼= {fi(a), fi(b)}. Since(a, b) 6∈ σB(a, b), one of the pairs
{zi, zi+1} is polynomially isomorphic to{a, b} in B. By Lemma 24{zi, zi+1} is
a subtrace inB and neither(zi, zi+1) nor (zi+1, zi) is a 2-snag. Moreover, as
{a, b} 6∼= {zi, zi+1}, the height of(zi, zi+1) is less than that of(a, b). A contradic-
tion with the choice ofa, b. 2

Now let A = Alg(B). To check whethervar(A) admits the unary or affine
types we just should go over all pairsa, b ∈ A using REL-GEN to verify (i) if
{a, b} is a subtrace in the subalgebra generated bya, b, and (ii) if (a, b) or (b, a) is a
2-snag in the same subalgebra. To find subtraces we use the following construction
from [1].

For {a, b} ⊆ A, letGa,b(A) denote the graph with vertex setA, and such that
(c, d) is an edge ofGa,b if and only if ({a, b}, {c, d}) is an edge ofG(A) and
{a, b} 6∼= {c, d}. Then{a, b} is a subtrace inA if and only if there is no path from
a to b in the graphGa,b.

Note that in order to determine if there exists a unary polynomial f of the
subalgebraC generated bya, b and such that{c′, d′} = {f(c), f(d)} for some
c, d, c′, d′ ∈ C, it suffices to constructSg(R) for the binary relationR = {(a, a), (b, b), (c, d)}
and check whether or not(c′, d′) or (d′, c′) belongs to it. As for this relationm = 3
andd = 2 this can be done using algorithm REL-GEN. Analogously, by the defini-
tion of 2-snag, a subset{a, b} is a 2-snag in the subalgebra generated bya, b if and
only if the 4-ary relation generated by(a, a, b, b), (a, b, a, b), (a, a, a, a), (b, b, b, b)
contains(a, a, a, b).

This method works provided algorithm REL-GEN returns the right value of
Sg(R). However, it is not always the case. As we shall see later, we still can use the
results of REL-GEN even they are not correct, but we need some sort of monotonic-
ity. Let the subalgebra generated by a setS according to our algorithm be denoted
by Sg(S)′ and the graph of polynomial mappings of pairs byG′(Sg(S)′). Clearly,
Sg(S)′ ⊆ Sg(S) andG′(Sg(S)′) is a subgraph ofG(Sg(S)). We need to make
sure that, for any paira, b and any pairc, d ∈ Sg(a, b)′, Sg(c, d)′ ⊆ Sg(a, b)′, and
thatG′(Sg(c, d)′) is a subgraph ofG′(Sg(a, b)′). Both conditions can be achieved
by using algorithm ALG-GEN and GRAPH-GEN for generating subalgebras and
constructing graphs, respectively.

Lemma 26 For any structureA with idempotent polymorphisms, anya, b ∈ A,
and anyc, d ∈ Sg(a, b)′, (i) Sg(c, d)′ ⊆ Sg(a, b)′, and (ii) graphG′(Sg(c, d)′) is a
subgraph ofG′(Sg(a, b)′).

Lemma 26 follows straightforwardly from the description ofalgorithms ALG-
GEN and REL-GEN.
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INPUT: A relational structureA anda, b ∈ A

OUTPUT: A setSg(a, b)′, {a, b} ⊆ Sg(a, b)′ ⊆ Sg(a, b), ‘generated’ bya, b

Step 1 setS := {a, b}, changed := true

Step 2 while changed do
Step 2.1 setchanged := false

Step 2.2 for all c, d ∈ S do
Step 2.2.1 call REL-GEN onA and unary relation{c, d}; the result denote byR
Step 2.2.2 if R 6⊆ S setchanged := true

Step 2.2.3 setS := S ∪R
endfor

endwhile
Step 3 output S

Figure 2: Algorithm ALG-GEN

INPUT: A relational structureA anda, b ∈ A

OUTPUT: A subgraphG′(Sg(a, b)′), ofG(Sg(a, b))

Step 1 call ALG-GEN onA anda, b; denote the result byC
Step 2 setV := {{c, d}|c, d ∈ C, c 6= d}, E := ∅
Step 3 for all (a′, b′) ∈ C2, a′ 6= b′, do
Step 3.1 call ALG-GEN onA anda′, b′; denote the result byC ′

Step 3.2 for all c, d ∈ C ′, c 6= d, do
Step 2.2.1 call REL-GEN onA and binary relation{(a′, a′), (b′, b′), (c, d), (d, c)};

denote the result byR
Step 2.2.2 for all (c′, d′) ∈ R, c′ 6= d′ setE := E ∪ ({c, d}, {c′, d′})

endfor
endwhile

Step 3 output (V,E)

Figure 3: Algorithm GRAPH-GEN
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INPUT: A relational structureA

OUTPUT: YES if var(Alg(A)) admits the unary or affine type, NO otherwise

Step 1 for each paira, b ∈ A do
Step 1.1 construct graphG(B) whereB is the subalgebra generated by{a, b}
Step 1.2 if {a, b} is a subtrace inB then do
Step 1.2.1 if neither(a, b) nor (b, a) is a 2-snag inB then output YES andstop

endif
endfor

Step 2. output NO

Figure 4: Algorithm UNARY-AFFINE-TYPE-CHECK

Now we are in a position to introduce an algorithm checking omitting the unary
and affine types.

Lemma 27 AlgorithmUNARY-AFFINE-TYPE-CHECK correctly decides ifvar(Alg(A))
omits the unary and affine types and is polynomial time.

Proof: Since all the algorithms involved are polynomial time and are called
only polynomially many times, the algorithm is polynomial time.

If var(A) omits the unary and affine types then REL-GEN generates the relation
generated by certain tuples correctly, and, as there is no subtrace which is not a
2-snag, the algorithm outputs NO. Thus UNARY-AFFINE-TYPE-CHECK gives no
false negatives. Ifvar(A) admits one of the types, algorithm REL-GEN can miss
some of the polynomials. This may lead to three possible mistakes. (1) Identifying
a subtrace as a not 2-snag while it is. (2) Deciding that some pairs of elements are
not isomorphic while they are, which may lead to a conclusionthat some pair is
not a subtrace while it is a subtrace. (3) Deciding that thereis nof ∈ Pol1 A with
f({a, b}) = {c, d} while such polynomial exists, which may lead to identifying
some pair as a subtrace while it is not.

Cases (1) and (3) do not cause any difficulties, because in these cases we only
may mistakenly conclude that some pair witnesses admittingthe unary or affine
type. However, this can happen only ifvar(A) admits one of those types indeed,
and therefore, although we are wrong about a particular pair, our overall decision
is correct. To cope with case (2) we need to elaborate.

What we need to prove is that ifA = Alg(A) contains subtraces that are not
2-snags, at least one of them will be identified by the algorithm. Suppose that
{a, b} is a subtrace that is not a 2-snag. By Lemma 25, we may assume that it is
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also a subtrace in the subalgebraC generated by{a, b}, and that neither(a, b) nor
(a, b) is a 2-snag inC. Note that if the algorithm identifies it as a subtrace, it also
identifies it as a non-2-snag.

We proceed by induction on the size of the setC ′ found by REL-GEN as the set
generated bya, b and the height of{a, b} in G′(C), the graph constructed instead
of C(C) by the algorithm. If|C ′| = 2 then{a, b} is the only pair in this subalgebra
that is isomorphic to itself and therefore is identified as a subtrace. If the height of
{a, b} is 0 then every pair(f(a), f(b)), f is a unary polynomial ofC found by the
algorithm, belongs to the same strongly connected component, and therefore the
setσ′

C
(a, b) found by the algorithm is empty. Again, the algorithm identifies{a, b}

as a subtrace.
Now suppose that{a, b} is a subtrace and the algorithm (mistakenly) finds a

sequencea = z0, . . . , zℓ = b such that{zi, zi+1} ∈ σ′
C
(a, b). Since(a, b) 6∈

σC(a, b), there isj such that{zj , zj+1} ∼= {a, b} in algebraC, but this isomor-
phism is overlooked by the algorithm. By Lemma 24{zj , zj+1} is an subtrace
and neither(zj , zj+1) nor (zj+1, zj) is a 2-snag. If the subalgebras generated by
{zj , zj+1} and by{a, b} (as found by the algorithm) are different, then we are
done by inductive hypothesis. OtherwiseG′(Sg(zj , zj+1)

′) = G′(Sg(a, b)′), but
the height of{zj , zj+1} is strictly less than that of{a, b}. We again use the induc-
tive hypothesis. 2
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